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ABSTRACT
In recent times, learned query optimizer has becoming a hot re-
search topic in learned databases. It serves as the most suitable
experimental plots for utilizing numerous machine-learning tech-
niques and exhibits its superiority with enough evidence. In this
tutorial, we aim to provide a wide and deep review and analysis
on this field, ranging from theory to practice. At first, we would
categorize and introduce representative methods for each learned
component in the query optimizer, as well as for the end-to-end
learned query optimizer. Then, we describe some benchmark eval-
uations and prototype applications. Their results have exhibited
the bright future of applying learned query optimizers in practice.
Based on them, we describe a cutting edge system with step-by-
step guidelines. It is a middleware proposed recently to reduce
the difficulties of developing and deploying learned algorithms in
databases. It would help researchers to iterate their work and make
learned query optimizers truly applicable in production. Finally,
we summarize and point out several future directions. We hope
this tutorial could inspire and guide both researchers and engineers
working on learned query optimizers, as well as other contexts in
learned databases.
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1 INTRODUCTION
Query optimizer, the core part of DBMS and big data processing plat-
form, directly determines the plan quality and system performance.
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Although it has been extensively studied and refined, the intrinsic
nature of varied data and query workload pose great challenges.
Until now, it is a consensus that the performance of query optimizer
is not fully favorable, especially on complex and/or tail cases [37].

Recently, the development of machine learning (ML), especially
deep learning, exhibits great superiority in the data processing
area. This cross-filed, called “AI4DB”, has become a hot spot in the
database research field. In AI4DB, a learned query optimizer serve as
a pioneer. It provides suitable experimental plots for various kinds of
ML techniques, including supervised, unsupervised, reinforcement
learning and etc. By some surveys [54, 77], more than 100+ papers
have been published on this topic in the last decade. Meanwhile, it
is still growing fast and exhibits bright futures in some prototype
applications. Therefore, we propose this tutorial to summarize the
advances, analyze the status and guide the development on the
learned query optimizer. Our tutorial contains the following content
in terms of both theoretical and practical perspectives:

1) A comprehensive review and deep analysis on the
learned methods for query optimizer. In the last decade, nu-
merous ML-based approaches have been proposed to optimize each
component in query optimizer, as well as the end-to-end query
performance. Their scope, technical routines and properties are
very different. We try to categorize and introduce the representative
methods in each class, together with some benchmark evaluation
results and prototype applications, to exhibit the advantages and
disadvantages of each method. This would give the audience a deep
and holistic understanding to the field of learned query optimizers.

2) An in-depth introduction on the cutting edge system to
deploy learned query optimizers in actual databases. Deploy-
ing learned query optimizers to benefit the real-world DBMS is the
ultimate goal, but it is a very difficult task. We summarize the chal-
lenges for the actual deployment of learned query optimizers. Then,
we introduce an cutting edge system called PilotScope [80], which is
a middleware that largely reduces the difficulties of developing and
deploying AI4DB algorithms in databases. We describe its system
architecture, workflow, programming APIs and step-by-step guide-
lines on sample applications. This would help researchers to iterate
their work and make learned query optimizers truly applicable in
production.

3) A summary on the promising future works of learned
query optimizers. Based on 1) and 2), we point out a series of
important directions, including but not limited to the model and
system design, evaluation, application and deployment. We hope
this could inspire and guide the following researchers and engineers
to do more work to make learned query optimizer more powerful
and applicable.
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2 ALGORITHMS, BENCHMARKS AND
PROTOTYPE APPLICATIONS

In this tutorial, we focus on the seminar structure of query opti-
mizer, e.g., PostgreSQL and Calcite, following the volcano frame-
work [11]. On a high level, the query optimizer module is composed
of three components, namely cardinality estimator, cost model and
plan enumerator. For any input SQL query Q , the plan enumerator
first explores the plan space with some algorithms, e.g., dynamic
programming or greedy search, to generate a number of candidate
plans with different join orders. Then, the cost model, together with
the cardinality estimator, is applied for plan selection. Specifically,
for each sub-query Q ′ of the input query Q , the cardinality esti-
mator could estimate the cardinality of Q ′ without executing Q ′.
Based on the estimated cardinality, the cost model could predict
the cost of each candidate plan. Finally, the plan with the minimum
estimated cost is returned for execution.

Within the query optimizer, there exists ample room to apply
ML techniques to improve its performance. This work covers multi-
ple different aspects: from model design, benchmark evaluation to
prototype applications; from individually learned components to
end-to-end learned query optimizers; from unsupervised or super-
vised models to reinforcement learning policies; and from statistical
models to deep models. In the following content, we try to carefully
organize them and provide some in-depth insights.

2.1 Learned Methods for Each Component
In this subsection, we focus on the ML techniques designed for
each component in the query optimizer, namely learned cardinality
estimators, learned cost models and learned join order search methods
in the plan enumerator.

2.1.1 Learned Cardinality Estimators. Given the data D and query
Q , the cardinality estimator aims at building a sketch-based syn-
opses using their information to estimate the number of tuples in D
satisfyingQ . Traditional methods mainly utilize very simple statisti-
cal models, such as one or multi-dimensional histogram, or various
sampling techniques. ML-based methods build more complex mod-
els. We list these methods in Table 1. They could be categorized
into three main classes as follows:
Query-Driven Methods. They learn supervised models directly
mapping featurized query to its cardinality. Some works directly ap-
ply the traditional statistical models. At the very early stage, [36] fea-
turizes each query into a number of parameters and builds a linear
regression model to map parameters to the cardinality. Later, [10]
and [9] propose to use tree-based ensembles and XGBoost to model
the mapping functions. After that, QuickSel [47] uses a mixture
model with overlapping to approximate the probability density
function. It could be refined significantly faster to yield increas-
ingly more accurate selectivity estimates over time.

Some other works apply DNNs to model the mapping func-
tions. [32] applies fully connected neural networks to learn the
cardinality of range queries for the first time. [23] designs the more
complex multi-set convolutional network (MSCN) to extract fea-
tures from tables, range predicates and join conditions and combine
them together to learn the cardinality.

Table 1: A list of learned cardinality estimators.

Category Method Applied ML Techniques

Query-Driven
(Statistical Model)

[36] Linear Model
[10] Tree-based Ensembles
[9] XGBoost

QuickSel [47] Mixture Model

Query-Driven
(DNN-Based Model)

[32] Fully Connected Neural Network
MSCN [23] Multi-Set Convolutional Network

[22] Adding Pooling Layers
CRN [13] Learning Containment Rate

Robust-MSCN [45] Query Masking
GL+[52] Segmentation Technique
Fauce [33] Ensemble of Deep Models
NNGP [75] Bayesian Deep Learning
LPCE [59] Query Re-Optimization

Data-Driven
(Kernel-Based)

[14] Kernel Density Function
[21] Kernel Density Function

Data-Driven
(Auto-Regression Model)

Naru [71] Single Table
NeuroCard [70] Multi-Tables

IAM [40] Adding Gaussian Mixture Model

Data-Driven
(Probabilistic

Graphical Model)

BayesNet [57] Bayesian Networks
BayesCard [65] Revitalized Bayesian networks
DeepDB [17] Sum-Product Network
FLAT [81] FSPN

FactorJoin [64] Factor Graph and Join Histogram

Data-Driven FACE [60] Normalizing Flow
Iris [35] Summarization Models

Hybrid
UAE [63] Deep Auto-Regression Model
GLUE [82] Merging Single Table Results
ALECE [30] Attention on Transformer Model

Based on them, [22] proposes to add pooling layers with the
fully connected neural networks to only capture strong intra-table
correlations. CRN [13] improves over MSCN by learning the con-
tainment rate between pair of queries (Q1,Q2), i.e., the percentage
of result tuples in Q1 that are also result tuples of Q2. The trained
network could also be generally applied to learn cardinality of
any query. [45] proposes Robust-MSCN using the query masking
technique to adapt to workload changes.

Recent works make further extensions. GL+ [52] integrates
DNNs with segmentation techniques to resolve the data hungry
problem. To resolve the uncertainty of the predicted results, Fauce [33]
uses an ensemble of deep models to estimate the cardinality and
the corresponding uncertainty. Later, NNGP [75] employs Bayesian
deep learning (BDL) to bridge between Bayesian inference and deep
learning. This algorithm inherits the advantages of the Bayesian
approach while keeping a universal approximation of neural net-
works. LPCE [59] adopts a query re-optimization methodology. It
consists of an initial model to estimate cardinality before query
execution, and a refinement model to progressively refine the car-
dinality estimations using the actual cardinalities of the executed
operators.
Data-Driven Methods. They learn unsupervised models of the
joint data distribution so the probability (cardinality) of any query
could be computed. The main modeling tools and the corresponding
methods are listed as follows:

1) [14] and [21] use different kernel density functions centered
around sampled points to estimate the cardinality.

2) Naru [71] and NeuroCard [70] use deep auto-regression mod-
els to decompose and represent the joint data distribution. Later,
IAM [40] integrates Gaussian mixture model with auto-regression
model to fit the distribution of continuous attributes and reduce
their domain size.
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3) BayesNet [57] and BayesCard [65] apply traditional or re-
vitalized Bayesian networks to model the joint data distribution,
respectively.

4) DeepDB [17] applies sum-product networks (SPNs) to repre-
sent the joint distribution. FLAT [81] further extends this method
by replacing SPN to FSPN, a new kind of PGM proposed in [67].

5) FactorJoin [64] combines the factor graph with join histogram
together to efficiently handle joins and accurately capture attribute
correlation.

6) FACE [60] leverages the normalizing flow based models to
learn a continuous joint distribution for relational data.

7) Iris [35] uses different summarization models for different
set of columns and maintains them together to answer cardinality
estimation queries.

Besides these works, Astrid [48] applies natural language pro-
cessing techniques with deep models to learn cardinality of queries
with string predicates. DREAM [26] builds deep models to learn
cardinality of approximate substring queries. LMKG [8] considers
cardinality estimation on knowledge graphs.
Hybrid Methods. They extract information from both queries and
data to estimate the cardinality, including:

1) The UAE method [63] proposes a unified deep autoregres-
sive model to learn the joint data distribution from both the data
and query workload. It applies differentiable progressive sampling
technique to inject the supervised query information into the deep
autoregressive model of data.

2) The GLUE method [82] proposes a general framework merg-
ing single table estimation results produced by any cardinality
estimation method to predict join query size.

3) The ALECE method [30] tries to discover the hidden relation-
ships between queries and underlying data using attention mecha-
nisms and transformer models. It applies a data-encoder module to
learn data aggregations representing implicit correlations among
attributes and a query-analyzer module to map featuized queries
and data aggregations to predict the cardinality of queries. ALECE
can be applied to both static and dynamic data settings in the same
manner and is shown to attain nearly optimal performance.
Extensions. Besides these, some works are proposed to enhance
their performance in other perspectives. [74] proposes a model
advisor, called AutoCE, which uses deep metric learning to learn
a recommendation model to adaptively select the best model for
each dataset. [44] introduces a new loss function, Flow-Loss, to
approximate the optimizer’s cost model and enforces the learned
cardinality estimators to pay more attention to queries that matter
to the final plan quality. [28] generates additional queries when
limited examples are available from the new workload and carefully
picks which queries to use to update the cardinality estimation
model. [42] proposes techniques to featurize queries with mixed
combinations of conjunctive and disjunctive predicates.

There also exist some theoretical works on learned cardinality
estimators. [19] proves that the selectivity function of a range space
with bounded VC-dimension is learnable, using classic learning
theory for real-valued functions based on shattering dimension. [55]
investigates how to quantify the uncertainty associated with the
cardinality estimate of a learned model through prediction intervals.

2.1.2 Learned CostModels. Let P be a physical plan for the queryQ .
Based on Q ’s cardinality and P ’s operators, the cost model returns
a cost value to predict its execution time. Traditional cost models
are rule based and driven by experience. Learned cost models can
be categorized into two classes as follows:
Cost Models for Single Query. In fact, we can directly leverage
learned cardinality for cost estimation, but this leads to accumu-
lative errors. To resolve this problem, existing approaches often
apply deep models to capture the plan structure for cost estima-
tion. [39] proposes to use the tree convolutional network to predict
the plan cost. [51] proposes the Tree-LSTM model to learn an end-
to-end cost model. The work Saturn [34] encodes each query plan
tree into a compressed vector using a traversal-based query plan
auto-encoder to cope with diverse plan structures. The compressed
vectors can be leveraged to distinguish different query types, which
is highly useful for downstream tasks. Later, [76] uses the trans-
former to learn the embeddings of plans. The learned embeddings
could be applied to cost estimation, as well as other tasks in query
optimization.

Besides these works purely on cost models, other works make
some extensions. [16] introduces zero-shot cost models, which en-
able learned cost estimation that generalizes to unseen databases. [68]
proposes a cost model for graph databases. [49] investigates two
key questions: 1) can we learn accurate cost models for big data
systems, and 2) can we integrate the learned models within the
query optimizer.
Cost Models for Concurrent Queries. Cost models over concur-
rent queries are non-trivial as it is rather difficult to characterize
the correlations between different queries. GPredictor [78] utilizes
the graph neural network to capture the query relationships and
estimate the query performance accurately. Prestroid [20] lever-
ages the tree convolution based approach to estimate the concur-
rent query performance in a cloud environment. [31] proposes a
resource-aware deep learning model. It embeds the query plans
with features extracted from the allocated resources. Then, a deep
learning model with an adaptive attention mechanism is trained to
predict the execution time of query plans.

2.1.3 Learned Join Order Search Methods. The join order search
method enumerates all candidate plans in the plan search space to
find a near-optimal plan with the minimum estimated cost. Tradi-
tional approaches typically explore the search space using some
pruning rules, which are efficient but may miss good plans. ML-
based methods could learn from history and overcome the bias
in the estimated cost. They could be mainly categorized into two
classes as follows:
Offline Learning Methods. This class of methods learns from
the previous queries to improve the performance of future ones.
DQ [15] and ReJoin [24] are proposed to use neural network and
reinforcement learning to optimize the join orders, but the simple
neural architecture limits their learning ability. Hence, RTOS [73]
proposes a model that utilizes the TreeLSTM to represent the join
state. Later, JOGGER [2] proposes a novel framework with graph-
based representation to better capture the join tree structure. Fur-
ther, the framework MLMTF [66] proposes a pre-trained model to
represent shared knowledge across data and tasks, which would
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be fine-tuned for a specific data. Upon it, several small models are
learned together using multi-task learning for each task, i.e., cardi-
nality estimation, cost model and join order search, respectively.
Online Learning Methods. This class of methods learns a join
order through adaptive query processing, which can change the
order even during the execution of queries. Eddy-RL [58] models
the query execution as a reinforcement learning problem and au-
tomatically learns how to adjust the join order during execution
using Q-learning. SkinnerDB [56] optimizes the join order on the fly
with the help of a Monte-Carlo tree search based approach, where
different join orders are tried in each time slice.

2.2 End-to-End Learned Query Optimizers
Besides learned techniques for each individual component, there
also proposed a number of methods to learn end-to-end query
optimizers. Their procedures can be generalized into a unified
framework with two main steps. For the input query Q , a learned
query optimizer first generates a set of candidate plans PQ =

{P0, P1, . . . , Pk } using some plan exploration strategies. The explo-
ration strategies are different from the plan enumeration methods
in traditional query optimizer. Then, a learned risk modelMr , i.e.,
a complex ML-based model, is applied for plan selection. Mr can
predict the goodness of each plan in PQ in terms of its cost. The
best plan Pr ∈ PQ minimizing the predicted cost is selected for
execution. Different learned query optimizers apply different plan
exploration strategies and risk models, but they can all be subsumed
under this framework. We describe the details as follows.

2.2.1 Different Learned Query Optimizes. One class of learned
query optimizers explores all plans from scratch by themselves.
Neo [38] and Balsa [69] generate the candidate plans PQ by best-
first and beam search strategy, respectively. Then, their risk models
apply the tree convolution network [41] to predict the execution
time of each plan P ∈ PQ . LOGER [3] applies the ϵ-beam search
strategy for candidate plan generation. It models each plan by the
graph transformer to capture relationships between tables and pred-
icates to predict its latency. BASE [5] explores all plans using the
same method as Neo. However, it learns a calibrated cost model to
approach the latency.

Another class of learned query optimizers tries to steer or aid
the native query optimizer for plan generation. Bao [37] steers the
native traditional query optimizer with different hints to enable or
prohibit certain physical operators to generate different candidate
plans. Its risk model is also based on a tree convolution network
with simpler features. HyperQO [72] uses different leading hints
to control the join order of tables to collect candidate plans. Its
risk model relies on the multi-head LSTM structure for predicting
execution time. Lero [79] applies the estimated cardinality as the
tuning knob for generating candidate plans. It scales the estimated
cardinality by some factors to produce different (possibly better)
plans. Unlike other works, Lero trains a pairwise classification
model. For each pair of plans P, P ′ ∈ PQ , the model learns to predict
which plan is better in terms of cost. The plan surpassing the most
number of other plans is then selected to execute. LEON [4] applies
the same method, i.e., dynamic programming, in traditional query
optimizer for plan generation. However, it also applies a pairwise
comparison model for plan selection.

Besides them, the framework PerfGuard [18] could support any
method to generate candidate plans. It also applies the pairwise
model, which incorporates graph convolution networks, for plan
selection. AutoSteer [1] extends Bao with the new capabilities, e.g.,
automated hint-set discovery, to minimize integration effort and
facilitate usability in more database systems.

2.2.2 Performance Regression Elimination Techniques. Despite such
learned query optimizers have shown superiority in some bench-
marks, its performance regression seems inevitable for some queries
due to model under-fitting and difficulty in generalization to un-
seen data. In recent times, there has been a significant shift towards
enhancing the robustness of such learned models to eliminate per-
formance regression.

For instance, Warper [29] enhances the cardinality estimation
model by generating additional queries to update it when data or
workload drift is detected. DDUp [25] uses a two-stage sampling
procedure to test whether the model should be updated w.r.t. dy-
namic data. These methods are post-processing techniques used
for model updating. Another routine is to detect and eliminate
regression before query execution.

The HyperQO work [72] tries to apply the ensemble method.
It deploys a multi-head LSTM model to learn multiple prediction
results for each plan P ∈ PQ . All candidate plans P with a large
variance are filtered and the remaining plan with the best average
estimated cost is selected to execute. A very recent work Eraser [62]
aims at eliminating performance regressions while still attaining
considerable overall performance improvement. It applies a two-
stage strategy, including: 1) a coarse-grained filter that selects to
remove all highly risky plans with unseen feature values; and 2) a
more fine-grained plan cluster method to group plans according to
the prediction quality for selecting the final execution plan. Eraser
can be deployed as a plugin on top of any learned query optimizer
to select more reliable plans.

2.3 Benchmark Evaluations
Except for these algorithmic works, the research community also
proposes some benchmarks to comprehensively evaluate learned
methods on query optimizers.

[61] explores several learned cardinality estimators on a single ta-
ble to investigate whether they are ready for system deployment in
both static and dynamic environments. It further analyzes different
properties of learned cardinality estimators that affect deployment.
Then, [53] performs a design space exploration of learned cardi-
nality estimators to have a comprehensive comparison of these
approaches. The results could provide a guidance for practitioners
to decide what method to use under various practical scenarios.

For traditional query optimizers, the synthetic benchmarks such
as TPC-H [7], TPC-DS [6] and Star Schema benchmarks (SSB) [46]
and the real-world IMDB dataset with its JOB workload [27] are of-
ten applied for benchmark evaluation. However, these benchmarks
either make oversimplified assumptions on the joint distribution
of attributes (TPC-H, TPC-DS and SSB) or contain very simple
forms of joins (IMDB with JOB), which cannot reflect the actual
performance of learned methods on complex real-world data and
varied join settings. To resolve this problem, [12] proposes a new
benchmark, called STATS, which is more complex and close to the
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real-world settings. Based on this, it integrates multiple learned
query optimizers into the real-world DBMS, i.e., PostgreSQL, to
conduct an end-to-end performance evaluation. The results are
very convincing to exhibit the pros and cons of each method.

2.4 Prototype Applications
Due to the superiority of learned query optimizers, we gradually
move from designing to applying and deploying learned query
optimizers in real-world scenarios. In this part, we introduce some
prototype applications on deploying learned query optimizers in
the industry production environments. We find two representative
works on applying the learned cost model and Bao in SCOPE, the
distributed data processing platform in Microsoft:

1) [50] tries to learn accurate cost models for big data systems
and integrate them within the original query optimizer. It analyzes
the workload patterns to learn a large number of individual cost
models and combine them together to achieve high accuracy and
coverage over a long period. Meanwhile, the models are integrated
into the Cascade-style query optimizer of SCOPE and exhibit the
superiority.

2) [43] applies BAO’s idea proposed in [37] to steer SCOPE’s
query optimizer. It tries to bridge the gaps between the research
assumptions and industry scenarios. Specifically, a rule signature
method is proposed to collect a small number of configuration hints
that could be tuned to optimize per-query performance.

3 PILOTSCOPE: A SYSTEM FOR
DEPLOYMENT

Although learned query optimizers, as well as the AI4DB field, have
rapidly developed in the last decade. Deploying ML algorithms into
actual databases is still prohibitively difficult due to the complexity
of database systems, the difference between ML and DB program-
ming paradigms, and the diversity of ML models. Even for each
specific database engine, deploying specificML algorithms andmod-
els still requires close cooperation between ML and DB developers
and heavy engineering costs, such as the previous prototype appli-
cations in [43, 50]. To this end, a very recent work [80] designs and
develops the PilotScope system. It is an AI4DB middleware with a
programming model that largely reduces the difficulties of develop-
ing and deploying AI4DB algorithms in databases. The PilotScope
is already open-source at https://github.com/alibaba/pilotscope. By
applying PilotScope, we could attain the following benefits:
• PilotScope is easy-to-use for database users. The database user
could access PilotScope to start any AI4DB task as needed and
operate the database as usual. The execution of any AI4DB algo-
rithm is totally transparent to the database user.

• PilotScope enablesML andDB developers to work independently
to play their own strengths in developing ML and DB programs.
They do not need to know the details on the other side.

• PilotScope attains high generality. It could support deploying a
variety of AI4DB tasks on different database systems. Moreover,
it could be easily extended to new tasks and new systems.
In this section, we present the PilotScope system architecture

and workflow. After that, we present a step-by-step demonstration
to guide users to apply PilotScope on sample applications.

3.1 Architecture and Workflow
System Architecture. PilotScope provides a console to operate
the whole system and manages multiple AI4DB drivers and the
DB interactor. The DB interactor contains an interface connecting
AI4DB drivers with databases. Each database steered by the AI4DB
drivers is attached with its specific implementations of DB interactor.

Specifically, in PilotScope, each task, which targets to replace a
database component, is packaged as a driver. Each driver contains
the algorithm describing the algorithmic workflow, e.g., how to learn
to generate the execution plan in a learned query optimizer, and one
or moreMLmodels to be consulted in the algorithm. The algorithms
and models in the driver are all written in an AI-friendly language,
e.g., Python. The PilotScope integrates a runtime environment with
third-party dependencies and libraries to support their execution.

The interface of DB interactor shields the underlying details of
different databases and serves as a unified bridge for drivers to
interact with the databases. It abstracts two operators, namely push
and pull, to allow drivers to enforce actions and exchange data
with the databases. The DB interactor, as well as the operators, is
implemented in different ways on different databases. However,
all of them satisfy the same interface of DB interactor and fulfill
the required functions. In such a way, each driver could apply the
interface to steer different databases with minimum modifications.
In practice, the implementations are often developed as lightweight
patches to the database codebase so that the changes incurred to
the database kennel are minimal.
Workflow. After the database user establishes the connection and
starts a driver through PilotScope console, the driver starts to col-
lect the pre-defined training data from databases. For example,
the query execution time would be collected for training the time
prediction model in the learned query optimizer. After collecting
enough data, the driver would start to train each model using the
provided training function. After that, the algorithm in the driver
would wait to be executed. When needed, it would be invoked by
PilotScope to replace the original database component, e.g., the
learned query optimizer is called whenever the database user exe-
cutes a SQL query. It obtains the inputs from the injection interface
(e.g., the query), executes its algorithm in PilotScope, consults the
ML models using the provided model inference functions and inter-
acts with the database through push/pull operators to fulfill its job.
After it finishes executing, the injection interface sends its result
(e.g., the selected execution plan) to the database. For some drivers,
the ML models are updated in the background to keep track of
database changes.

3.2 Demonstration on Sample Applications
In this section, we provide a thorough description to guide devel-
opers and researchers to apply PilotScope to develop and deploy
their ML methods onto actual databases. The audience could try to
apply PilotScope together with our interpretation.

At first, we show users how to install and configure PilotScope
system. The PilotScope could support any database. Here we demon-
strate its functions on the well-known database PostgreSQL. The
PilotScope repository has already provided a docker image with a
PostgreSQL database pre-configured with PilotScope patches. The
users could download this docker image to get started quickly.
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Besides, we would also explain how to configure PilotScope to inte-
grate with PostgreSQL from scratch. Users could experience more
customized installation through this process.

Second, we introduce the programmingAPIs applied in PilotScope
to develop a driver. The APIs in PilotScope are very simple. For each
new driver, we only need to override: 1) an init() function to make
some preparations and specify its injection type, e.g., a learned
cardinality estimator or a learned end-to-end query optimizer, and
2) an algo() function to describe the AI4DB algorithm that applies
ML models and DB interactor operators to accomplish the task.
Then, the driver would be called by PilotScope when needed.

For the interaction in PilotScope, we use the concept of session to
define each interaction process betweenML algorithm and database.
For each session, the PilotScope creates a new connection e.g., a
database session, to the database. In this session, we could enforce
the actions to databases, e.g., updating its configurations, sending
or acquiring data, using multiple push() and pull() operators.

Third, we present the details on applying PilotScope in two
representative applications, namely learned cardinality estimator
and learned end-to-end query optimizer.

For the learned cardinality estimator, we could apply the same
driver to support any cardinality estimation method. The injection
interface could support replacing the cardinality of all sub-queries
generated by the learned cardinality estimator methods in a batch
manner.

For the learned end-to-end query optimizer, we present the dri-
vers of Bao [37] and Lero [79]. They apply the same injection in-
terface to obtain the input SQL query and return the generated
plan for execution. In the driver, Bao and Lero apply the push/pull
interaction operators to tune the hints and cardinality and obtain
the candidate plans, respectively.

Fourth, we execute PostgreSQL with different learned cardinality
estimators and end-to-end query optimizers on benchmarks in
PilotScope. We report the evaluation results to exhibit the pros and
cons of all learned methods. This would provide valuable insights
to researchers to iterate the following research works.

4 TUTORIAL INFORMATION
Length of Time. Our tutorial prefers a duration of 3 hours, but
could also be compressed to 1.5 hours. In the option of 3 hours, we
would spend 50 minutes on introducing the learned techniques for
individual components, 40 minutes on end-to-end learned query
optimizer, 20 minutes on benchmarks and prototype applications,
20 minutes on the PilotScope system architecture and workflow,
40 minutes on the demonstration and the final 10 minutes on the
conclusion and future work. In the option of 1.5 hours, we would
omit some details to spend 70 minutes on introducing the learned
techniques, 10 minutes for the benchmarks and prototype applica-
tions and only reserve 10 minutes on briefly introducing PilotScope
without the demonstration.
Intended Audience. Learned query optimizer, as well as AI4DB,
is a crossing field between ML, DB and system. Meanwhile, it is a
hot topic in both academic and industry areas. We target to attract
the audience from three fields:

1) ML and DB researchers who are interested in designing AI-
driven techniques for databases, especially for query optimizer.

This tutorial would give them a comprehensive picture and provide
guidelines for their future work.

2) System researchers who are interested in developing AI4DB
systems. This tutorial would provide the scenarios and requirements
for deploying ML techniques in databases and guide them to design
and optimize such systems.

3) System providers and engineers who are now using or eager
to apply ML techniques in real-world industry data processing
systems. This tutorial would help them to know about the current
advances of learned query optimizers and guide them to apply
PilotScope to resolve the practical deployment issues.
Difference with Previous Tutorials. Our tutorial has overlaps
with two of our previous tutorials:

1) AutoML: From Methodology to Application in CIKM 2021. The
CIKM tutorial focuses on AutoML techniques. ML-based cardinality
estimation is discussed as an application. The main topics are totally
different from our SIGMOD tutorial.

2) Learned Query Optimizer: At the Forefront of AI-Driven Databases
in EDBT 2022. This SIGMOD tutorial has made substantial ex-
tensions in comparison to the one in EDBT. First, we add a suf-
ficient number of new works proposed in recent years, includ-
ing [1, 3–5, 8, 13, 16, 18, 19, 22, 25, 26, 28–31, 33–35, 40, 44, 45, 47–
49, 52, 55, 59, 60, 62, 64, 68, 69, 72, 74–76, 79], which occupies
more than 45% of the works reviewed in this tutorial. Second, we
pay more attention on practically deploying learned techniques in
databases. We add the new content to introduce and demonstrate
the PilotScope system in this tutorial.
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