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ABSTRACT
Estimating the number of distinct values (NDV) in a column is

useful for many tasks in database systems, such as columnstore

compression and data profiling. In this work, we focus on how

to derive accurate NDV estimations from random (online/offline)

samples. Such efficient estimation is critical for tasks where it is

prohibitive to scan the data even once. Existing sample-based esti-

mators typically rely on heuristics or assumptions and do not have

robust performance across different datasets as the assumptions on

data can easily break. On the other hand, deriving an estimator from

a principled formulation such as maximum likelihood estimation is

very challenging due to the complex structure of the formulation.

We propose to formulate the NDV estimation task in a supervised

learning framework, and aim to learn a model as the estimator. To

this end, we need to answer several questions: i) how to make the

learned model workload agnostic; ii) how to obtain training data;

iii) how to perform model training. We derive conditions of the

learning framework under which the learned model is workload
agnostic, in the sense that the model/estimator can be trained with

synthetically generated training data, and then deployed into any

data warehouse simply as, e.g., user-defined functions (UDFs), to
offer efficient (within microseconds on CPU) and accurate NDV es-

timations for unseen tables and workloads. We compare the learned

estimator with the state-of-the-art sample-based estimators on nine

real-world datasets to demonstrate its superior estimation accuracy.

We publish our code for training data generation, model training,

and the learned estimator online for reproducibility.
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1 INTRODUCTION
Estimating number of distinct values (NDV), also known as cardi-

nality estimation, is a fundamental problem with numerous appli-

cations [30, 33, 46, 48]. It has been extensively studied in many re-

search communities including databases [22, 30], networks [25, 48],

bioinformatics [46], and statistics [18, 31, 50].

The methods for estimating NDV in the absence of an index can

be classified into two categories: sketch based methods and sampling
based methods [45]. Sketch based methods scan the entire dataset

once, followed by sorting/hashing rows, and create a sketch that is

used to estimate NDV [33]. Sampling based methods estimate NDV

using statistics from a small sample, without needing to scan the

entire dataset. Generally, sketch based methods give more accurate

estimation, but scanning and hashing the entire dataset can be pro-

hibitively expensive in large data warehouses. Hashing techniques

such as probabilistic counting help alleviate the memory require-

ments but still requires a full scan of the table. When a full scan is

not possible or the computation cost of a full scan is not affordable,

sampling based methods are the only remaining alternatives which

exam only a very small fraction of the table, i.e., a sample, and thus

scale well with increasing data set.

In this paper, we focus on the problem of accurately estimating

the number of distinct values from samples of large tables.

The first challenge is that, unlike some other statistical parame-

ters, such as means and histograms, which can be accurately com-

puted from small random samples, accurate NDV estimation from

small samples has been proved to be an extremely difficult task (e.g.,
with theoretical lower bounds of error given in [22]).

We can formulate sample-based NDV estimation using a princi-

pled method for estimating unknown parameters, the maximum
likelihood estimation (MLE) [19]. An MLE estimator is workload-
agnostic: it is derived (analytically) before we see the real workloads.
It solves an optimization problem, which maximizes the likelihood

of observing a specific random sample, and gives an NDV estima-

tion with desirable properties such as consistency and efficiency.
However, the remaining steps are challenging (if not impossible):

how to express the likelihood function and the optimization prob-

lem in a compact way, and how to (even approximately) solve it.

Due to the above challenges, this paper proposes and studies a

more fundamental question:whether it is possible to train a workload-
agnostic machine learning model to approximate principled statistical
estimators such as MLE estimators, with the training set syntheti-

cally generated from a training distribution calibrated based on the

https://doi.org/10.14778/3489496.3489508
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3489496.3489508


Figure 1: Evaluating trained models to estimate mean 𝜇 and
STD 𝜎 of Gaussian distributions: (1) Estimated 𝜇 viaMLE and
the trained model v.s. ground-truth 𝜇 on 20 data points. (2)
Estimated𝜎 viaMLE and the trainedmodel v.s. ground-truth
𝜎 on 20 data points. (3)Model predicted𝜎 v.s.MLE estimation
of 𝜎 in the closed form on 2000 data points.

properties of our estimation task, such that the learned model can

be used on unseen workloads.

Learning to be a Statistician: a Toy Example
It is traditionally the statistician’s job to derive a closed-form or

numerical estimator as a function that takes an observed sample or

sample statistics as the input for estimating unknown parameters

of a statistical model. On the other hand, it is known that any

continuous function can be approximated by a neural network

(with enough nodes and layers) [34], which require three elements:

a training set 𝐴, a class of model architectures H , and a training

algorithm. Thus, a natural question is whether we can train a neural

network in aworkload-agnostic way (without seeing any real dataset
during training) to approximate, e.g., an MLE estimator. Following

are two examples with positive answers to this question.

Learning MLE of mean and STD. Let’s consider the mean 𝜇 and

standard deviation (STD) 𝜎 of a Gaussian distribution. For a size-𝑘

sample drawn from this distribution, S = {𝑣1, . . . , 𝑣𝑘 }, the MLE

estimations of 𝜇 and 𝜎 are known to have closed forms: 𝜇MLE =∑
𝑖 𝑣𝑖/𝑘 and 𝜎MLE =

√∑
𝑖 (𝑣𝑖 − 𝜇MLE)2/𝑘 , respectively. Assume that

we do not know the concrete form of 𝜇MLE
and 𝜎MLE

. How should

we train machine learning models to approximate them?

We first need to prepare the training data. From a specific Gauss-

ian distribution N(𝜇, 𝜎), we draw a size-𝑘 sample S, and add one
training data point (S, 𝜇) to the training set𝐴1 for mean estimation,

and one data point (S, 𝜎) to 𝐴2 for STD estimation. Note that, here,

each S is a 𝑘-dim feature vector, and each 𝜇 and 𝜎 are the (ground-

truth) labels to be predicted for mean and STD, respectively. In

the outer loop, we need to try different combinations of 𝜇 and 𝜎

to add more training data points into 𝐴1 and 𝐴2. In this example,

we generate 10
5
pairs of (𝜇, 𝜎), where each 𝜇 is randomly picked

from a Gaussian distribution N(0, 100) and each 𝜎 is picked from

a folded Gaussian distribution (i.e., 𝜎 = |𝑧 | where 𝑧 ∼ N(0, 100)).
Thus, we will have 10

5
training data points in each of 𝐴1 and 𝐴2.

We train a regression model (multi-layer perception with one

hidden layer of size 𝑘 and mean squared loss) using the training set

𝐴1 for estimating 𝜇 and another model (with the same architecture)

on 𝐴2 for estimating 𝜎 , both with S as feature.
We evaluate the trained estimator on a completely different test

set. We generate pairs (𝜇, 𝜎) with each 𝜇 ∼ 𝑈 (−100, 100) and 𝜎 ∼
𝑈 (0, 100) from uniform distributions. For each (𝜇, 𝜎), we generate
a test data point (S, 𝜇) and a point (S, 𝜎) for a size-𝑘 sample S from

N(𝜇, 𝜎). The results are reported in Figure 1 (where we use 𝑘 = 100).

Figures 1(1)-(2) show that the estimations of mean/STD given by

the trained model have very similar performance as those by the

closed-form MLE estimations. The trained model and MLE even

make the same mistakes for some test points with non-trivial errors.

Figure 1(3) compares 𝜎MLE
and the learned estimator on more data

points for STD estimation, for which the MLE estimator has a more

complex form than a linear model for the mean estimation.

Our Contributions and Solution Overview
In this paper, we will formalize and investigate the learning frame-

work illustrated in the above example, but for a more challenging

task, sample-based NDV estimation. While the empirical evidence

for mean/STD estimation sheds light on the possibility of approx-

imating MLE estimators with trained models, there are several

key questions to be resolved for general estimation tasks: i) how

to generate training data and what features should be extracted

for learning the model; ii) what model architecture, loss function,

and regularization should be used; iii) with the choice in i) and ii),

whether the trained estimator approximates MLE and performs in

a robust and workload-agnostic way.

• MLE formulation. We first formulate NDV estimation as an MLE

problem. Assuming that a data column is generated from some prior

distribution and a sample S is drawn uniformly at random from the

column, we observe the sample profile, i.e., a vector 𝑓 = (𝑓𝑗 ) 𝑗=1,...

where 𝑓𝑗 is the number of distinct values with frequency 𝑗 in S.
For example, for S = {a, a, a, b, b, b, c, c}, we have 𝑓1 = 0, 𝑓2 = 1 (‘c’

has frequency 2), and 𝑓3 = 2 (‘a’ and ‘b’). For an MLE estimation,

we aim to find the value of NDV, 𝐷 , such that the probability of

observing 𝑓 conditioned on NDV = 𝐷 is maximized. Although it is

difficult to solve (even approximately) the MLE formulation, it will

guide the design and analysis of our machine learning model.

• Learning estimator that approximates MLE. With the sample pro-

file 𝑓 as a feature and the ratio error between the estimate and the

true NDV as the training loss, we have a skeleton of the learning

framework. Unlike learning MLE for mean and STD where the

training data preparation is trivial because each dimension of the

feature space (𝑣𝑖 in S) can be independently generated, in NDV

estimation, however, different dimensions of the sample profile (𝑓𝑖
in 𝑓 ) are correlated, conditioned on NDV; thus, it is more difficult

to characterize the distribution needed for preparing the training

set. After carefully investigating the probability distribution the

model learns based on our choice of feature and loss and comparing

the learned probability distribution with the one in our MLE for-

mulation, we derive several precise properties to characterize the

training distribution we need in order to make the learned estimator

approximate an MLE estimator.

• Efficient training data generation.We design an efficient algorithm

to generate training data points. To generate one data point, we need

to first generate a data column (in a compact way). And instead

of drawing a sample explicitly, we directly generate the sample

profile from its distribution determined by the data column. In our

experiment, 10
5
-10

6
data points suffice to train the estimator.

• Instance-wise negative results and model regularization. It is im-

portant to note that the negative result about sample-based NDV

estimation in [22] also hold for “learned estimators”. However, the



negative result in [22] is a global one, in the sense that there ex-

ist hard instances of data columns whose NDVs are difficult to be

estimated. However, the hope is that, upon the observation of the

sample profile, it is possible to infer that the underlying data col-

umn is not a hard instance and an estimate with error lower than

the global lower bound can be expected. We first derive a new

instance-wise negative result, i.e., a lower bound of the estimation

error upon the observation of a sample profile. We use this negative

result to regularize the training of our model. More specifically,

we propose a regularization method that encourages the learned

estimator to achieve just the instance-wise lower bound of estima-

tion error, instead of always minimizing the estimation error to be

zero (which is an impossible goal due to global negative result). Its

effectiveness will be verified via experimental studies.

• Deployment and experiments. The learned estimator, once trained,

can be deployed in any data warehouse without the need of re-

training or tuning. We publish our estimator online [43] as a trained

neural network that takes a sample/sample profile of a column as

the input feature and outputs an estimated NDV of that column. It

is compared with the state-of-the-art sample-based NDV estimators

and is shown to outperform them on nine different real datasets.

Note, again, that none of these datasets is used to train our estimator,

and all the training data is generated synthetically.

Related Work
Learned cardinality estimation. There have been a long line of

existing works on learning a model to estimate cardinality or se-

lectivity of a query [15, 26, 27, 41, 42, 44, 60]. In general, they can

be divided into two types [57]. The first type uses query as the

primary feature and training data comes from the records of query

executions. For example, [27] uses query as features and applies

tree-based ensembles to learn the selectivity of multi-dimensional

range predicates. This type of method typically requires executing a

huge number of queries to obtain enough training data [57]. There

are efforts to alleviate this issue: [26] proposes to reduce model con-

struction cost by incrementally generating training data and using

approximate selectivity label. Generally, this type of methods work

well when future queries follow the same distribution and similar

templates (e.g., conjunction of range and categorical predicates) as

the training data [60]. The second type (for example [35] and [60])

builds a model to approximate the joint distribution of all attributes

in a table. This type of methods require re-training in case of data

or schema update. In dynamic environments with unseen datasets

and workloads coming, both type of methods require huge efforts

of accessing the new dataset and retraining [57].

Although we also learn a model to estimate NDV/cardinality,

our method is completely different from the above methods. Our

method is a sample-based approach and we use features from sam-

ple rows (drawn from tables or query results) instead of queries.

More importantly, our method is workload agnostic (only needing

to be trained once) and can be applied to any dynamic workload.

Sample-based NDV estimation. Existing sampling based meth-

ods are typically constructed based on heuristics or derived by

making certain assumptions. For example, there are estimators de-

rived by assuming infinite population size [21], certain condition

of skewness [52], and certain distribution of the data [47]. GEE

estimator [22] is constructed to match a (worst-case) lower bound

of estimation error in [22]. We discuss these existing approaches in

more details in Section 2.2. These approaches are not robust espe-

cially on datasets where their assumptions about data distribution

break, as we will show in experiments in Section 6.

Sketch-based NDV estimation. Sketch-based methods (e.g., Hy-
perloglog [28]) scan the entire dataset once and keep a memory-

efficient sketch that is used to estimate NDV. These methods are

able to produce highly accurate NDV estimation. For example, the

expected relative error of HyperLogLog [28] is about 1.04/√𝑚
bytes

,

where𝑚
bytes

is the number of bytes used in HyperLogLog; With

10K bytes, the relative error of NDV estimation can be as small as

1%-2%. See survey [33] for a comprehensive review.

Sample v.s. Sketch. When one scan of the data is affordable,

sketch-based estimators are preferable to sample-based ones. In

scenarios where a full scan of the data is (relatively) too expensive,

sample-based methods are preferable. For example, when NDV es-

timation in a column is used by the query optimizer to generate a

good execution plan for a SQL query, a high-quality sample-based

estimation is preferable, as the query is almost processed after a

full scan. Another example is approximate query processing [24],

where offline samples are used to provide approximate answers to

analytical (e.g., NDV) queries over voluminous data with interactive

speed. In short, sketch-based estimators and sample-based methods

are two orthogonal lines of research with different applications.

Paper Organization
In Section 2, we provide the preliminaries including an MLE-based

formulation for NDV estimation, and review some representative

estimators. In Section 3, we provide an overview of our learning-to-

estimate framework; we analyze and derive properties of the train-

ing distribution needed to make the learned model approximate

MLE. In Section 4, we give details about training data generation

and model architecture; we also introduce our new instance-wise

negative result about sample-based NDV estimation, and how to

regularize the model accordingly. Section 5 gives a brief introduc-

tion on how to use our learned estimator that is available online.

We evaluate our estimator and compare it with the state of the arts

experimentally and report the results in Section 6.

2 PRELIMINARIES
We focus on a specific data column C of a table with 𝑁 rows. 𝑁

is called the population size. Let 𝐷 be the number of distinct values
(NDV) in C. When calculating NDV of the column C, we consider
C as a (multi)set of values from some (possibly infinite) domain Ω.
Problem statement: estimating NDV from samples.We want

to estimate 𝐷 from a random sample S ⊆ C of 𝑛 tuples drawn

uniformly at random from C. Let 𝑟 = 𝑛/𝑁 be the sampling rate. We

assume 𝑁 , or equivalently 𝑟 , is observed.

We first formally define two important notations.

Frequency. The frequency of a value 𝑖 ∈ Ω in a column C, or
a sample S, is the number of times it appears in C, or S, denoted
as 𝑁𝑖 , or 𝑛𝑖 , respectively. By definitions, we have

∑
𝑖 𝑁𝑖 = 𝑁 and∑

𝑖 𝑛𝑖 = 𝑛, and the NDV in C is 𝐷 = |{𝑖 ∈ Ω | 𝑁𝑖 > 0}|.
Profile. In order to calculate NDV, it is sufficient to consider

the profile of C, denoted as 𝐹 = (𝐹 𝑗 ) 𝑗=1,...,𝑁 , where 𝐹 𝑗 = |{𝑖 ∈



Ω | 𝑁𝑖 = 𝑗}| is the number of distinct values with frequency 𝑗 in

C; similarly, the profile of a random sample S is 𝑓 = (𝑓𝑗 ) 𝑗=1,...,𝑛

where 𝑓𝑗 = |{𝑖 ∈ Ω | 𝑛𝑖 = 𝑗}| is the number of distinct values

with frequency 𝑗 in S. By definitions, the NDV in C is 𝐷 =
∑
𝑗>0

𝐹 𝑗
and the population size is 𝑁 =

∑
𝑗 𝑗𝐹 𝑗 ; The NDV in sample S is

𝑑 =
∑
𝑗>0

𝑓𝑗 and the sample size is 𝑛 =
∑
𝑗 𝑗 𝑓𝑗 .

2.1 An MLE-based Formulation.
Estimating NDV from random samples can be formulated as a

maximum likelihood estimation (MLE) problem, which is commonly

used to estimate unknown parameters of a statistical model, with

desirable properties such as consistency and efficiency [19]. The

estimated value (or the solution to an MLE problem) maximizes the

probability of the observed data generated from this model.

We assume that the column C with profile 𝐹 is drawn from some

prior probability distribution. A uniformly random sample S with
profile 𝑓 is then drawn from C. An MLE-based formulation for

NDV estimation can be derived based on the observed profile in the

sample S, i.e., the sample profile 𝑓 , and the observed population

size 𝑁 (or equivalently, sampling rate 𝑟 = 𝑛/𝑁 ). We estimate 𝐷 as

the one that maximizes the probability of observing 𝑓 and 𝑁 .

𝐷MLE = arg max

𝐷

P(𝑓 , 𝑁 | 𝐷) = arg max

𝐷

∑
𝐹

P(𝑓 , 𝑁 | 𝐹 ) P(𝐹 | 𝐷) .

Define F (𝐷, 𝑁 ) = {𝐹 | ∑𝑗>0
𝐹 𝑗 = 𝐷 and

∑
𝑗>0

𝑗 · 𝐹 𝑗 = 𝑁 } to be
all the feasible profile configurations with NDV equal to 𝐷 and pop-

ulation size equal to 𝑁 . For 𝐹 ∈ F (𝐷, 𝑁 ), we have P(𝑓 , 𝑁 | 𝐹 ) =
P(𝑓 | 𝐹 ); and for 𝐹 ∉ F (𝐷, 𝑁 ), we have P(𝑓 , 𝑁 | 𝐹 ) = 0 and

P(𝐹 | 𝐷) = 0. The above formulation can be rewritten as:

𝐷MLE = arg max

𝐷

∑
𝐹 ∈F(𝐷,𝑁 )

P(𝑓 | 𝐹 ) P(𝐹 | 𝐷) .

The estimator 𝐷MLE
is to be used on unknown columns; so in

order to solve the above optimization problem, it is reasonable to

assume that the prior distribution of 𝐹 is uniform, in the sense that

every possible profile in F (𝐷, 𝑁 ) appears with equal probability,

i.e., P(𝐹 | 𝐷) = 1/|F (𝐷, 𝑁 ) | for every 𝐹 ∈ F (𝐷, 𝑁 ). Under this
assumption, we want to solve the following one for 𝐷MLE

:

𝐷MLE = arg max

𝐷

1

|F (𝐷, 𝑁 ) |
∑

𝐹 ∈F(𝐷,𝑁 )
P(𝑓 | 𝐹 ) . (1)

We can also interpret the MLE-based formulation (1) as follows.

After observing the sample profile 𝑓 and the population size 𝑁 ,

we estimate 𝐷 as 𝐷MLE
which maximizes the average probability

of generating 𝑓 from a feasible profile 𝐹 ∈ F (𝐷, 𝑁 ). Solving (1),

however, is difficult even approximately, and thus this formulation

has not been applied for estimating NDV yet.

A natural question is whether it benefits to use sample S, instead
of sample profile 𝑓 , as observed data to derive MLE and as features

in our learning framework. We defer a formal analysis on why

using sample is not more advantageous to a technical report [58]

due to space limit. In fact, most existing estimators (as we show

next) also use sample profile instead of sample to estimate NDV.

2.2 Existing Estimators
There have been a long line of works on estimating NDV from

random samples. We review some representative ones as follows.

• A problem related to the one in (1) is profile maximum likelihood
estimation (PML) [23, 32, 50], which chooses 𝐹 that maximizes the

probability of observing 𝑓 of the randomly drawn S. Define:

𝐹PML = arg max

𝐹

P(𝑓 | 𝐹 ) and 𝐷PML =
∑
𝑗>0

𝐹PML
𝑗

. (2)

There have been works on finding approximations to 𝐹PML
[23, 50],

which can be in turn used to obtain an approximate version of

𝐷PML
in (2), although, in general, 𝐷MLE ≠ 𝐷PML

.

• Shlosser [52] is derived based on an assumption about skewness:

E[𝑓𝑖 ]/E[𝑓1] ≈ 𝐹𝑖/𝐹1, and performs well when each distinct value

appear approximately one time on average [30]. It estimates 𝐷 as

𝐷Shlosser = 𝑑 + (𝑓1
∑𝑛
𝑖=1

(1 − 𝑟 )𝑖 𝑓𝑖 )
/
(∑𝑛𝑖=1

𝑖𝑟 (1 − 𝑟 )𝑖−1 𝑓𝑖 ). (3)

• Chao [20] approximates the expected NDV, E[𝐷], in large popu-

lation for some underlying distribution, and estimates NDV as a

lower bound of E[𝐷] with the population size approaching infinity:

𝐷Chao = 𝑑 + 𝑓 2

1
/(2𝑓2) . (4)

• GEE [22] is constructed by using geometric mean to balance the

two extreme cases for values appearing exactly once in the sample:

those with frequency one in C and drawn into S with probability

𝑟 v.s. those with high frequency in C and at least one copy drawn

into S. It is proved to match a theoretical lower bound of ratio error

for NDV estimation within a constant factor.

𝐷GEE =
√

1/𝑟 · 𝑓1 +
∑𝑛
𝑖=2

𝑓𝑖 (5)

HYBGEE [22] is a hybrid estimator using GEE for high-skew data

and using the smoothed jackknife estimator for low-skew data.

AE [22] is a more principled version of HYBGEE with smooth

transition from low-skew data to high-skew data. It requires to

solve a non-linear equation using, e.g., Brent’s method [10].

2.3 Negative Results
The aforementioned lower bound of ratio error for sample-based

NDV estimators is given by Charikar et al. in [22]. More formally,

define the ratio error of an estimation 𝐷̂ w.r.t. the true NDV 𝐷 to be

error(𝐷̂, 𝐷) = max{𝐷̂/𝐷, 𝐷/𝐷̂}. (6)

It considers in [22] a even larger class of estimators which ran-

domly and adaptively examine 𝑛 tuples from C. Note that drawing
a random sample S ⊆ C of 𝑛 tuples is a special case here. It says

that for any such estimator, there exists a choice of column C such

that, with probability at least 𝛾 > 𝑒−𝑛 , the ratio error is at least

error(𝐷̂, 𝐷) ≥
√
𝑁−𝑛

2𝑛 ln
1

𝛾 . (7)

3 OVERVIEW OF LEARNING FRAMEWORK
Since analytically solving (1) even approximately is difficult, we

propose to formulate the task of deriving 𝐷MLE
as a supervised

learning problem.We first introduce some key elements in the learn-

ing model, including the loss function and the design of training

dataset, which learns an estimator to approximate (1).



Learning to estimate. In typical traditional estimators such as (3)-(5),

the NDV is estimated as a function 𝐷̂ = h(𝑓 , 𝑟 ) of the sample profile

𝑓 and the sampling rate 𝑟 , or equivalently a function 𝐷̂ = h(𝑓 , 𝑁 )
of 𝑓 and the population size 𝑁 as 𝑟 =

∑
𝑖>0

𝑖 𝑓𝑖/𝑁 . As it is difficult

to directly derive the function ℎ from a principled formulation such

as MLE in (1), we attempt to learn the MLE of NDV from a set of

training data points 𝐴 = {((𝑓 , 𝑁 ), 𝐷)}, where in each point, (𝑓 , 𝑁 )
is the input feature and the NDV 𝐷 is the label to be predicted.

We use the ratio error defined in (6) to measure the accuracy of

estimations, and accordingly, the loss function of the model h is:

𝐿(h(𝑓 , 𝑁 ) = 𝐷̂, 𝐷) = | log 𝐷̂ − log𝐷 |2 =

(
log error(𝐷̂, 𝐷)

)
2

. (8)

Given a hypothesis set H of estimation functions, the goal is to

find h ∈ H with small empirical loss:

𝑅𝐴 (h) = 1/|𝐴|∑( (𝑓 ,𝑁 ),𝐷) ∈𝐴 𝐿(h(𝑓 , 𝑁 ), 𝐷). (9)

In order to generate a data point ((𝑓 , 𝑁 ), 𝐷) in the training set

𝐴, we first generate a data column C with profile 𝐹 according to a

training distribution A. The NDV 𝐷 as well as population size 𝑁 is

directly calculated from 𝐹 . A random sample S is drawn uniformly

at random from C with sampling rate 𝑟 . The sample profile 𝑓 is

then obtained from S. The above process is repeated independently

multiple times to generate a training set𝐴 = {((𝑓 , 𝑁 ), 𝐷)}. We only

generate one sample profile 𝑓 from a profile 𝐹 to ensure that each

training data point in𝐴 is independently and identically distributed.

Approximating MLE. Intuitively, for a different training distribution
A, a different learned estimator h will be derived from the hypoth-

esis set (model architecture) H . Assuming that H is expressive

enough [51], we give some guidelines here on how to choose A so

that the learned h approximates the MLE estimator 𝐷MLE
.

Let PA (𝑁, 𝐷, 𝐹, 𝑓 ) denote the joint distribution of (𝑁, 𝐷, 𝐹, 𝑓 ) in
the training set𝐴 that is generated from the training distributionA
as above. Using the loss function in (8)-(9), i.e., the L2 loss on log𝐷 ,

the trained model h learns the distribution PA (log𝐷 | 𝑓 , 𝑁 ) [29].
By minimizing (9), the model tends to emit an output

ℎ(𝑓 , 𝑁 ) ≈ argmax𝐷PA (log𝐷 | 𝑓 , 𝑁 ) , (10)

for a given input (𝑓 , 𝑁 ). The approximation sign ≈ is because the

trained model might not be able to learn the underlying distribution

A of the training set exactly and the accuracy of the approxima-

tion is also determined by the hypothesis set H and the training

algorithm. For the term PA (log𝐷 | 𝑓 , 𝑁 ) on the right hand side,

PA (log𝐷 | 𝑓 , 𝑁 ) = 1/PA (𝑓 | 𝑁 ) · PA (log𝐷 | 𝑁 ) PA (𝑓 | log𝐷, 𝑁 )

=
PA (log𝐷 | log𝑁 )
PA (𝑓 | 𝑁 )

∑
𝐹 ∈F(𝐷,𝑁 )

P(𝑓 | 𝐹 ) PA (𝐹 | 𝐷, 𝑁 ) (11)

where both equations are from properties of conditional probability.

Consider the following two conditions about the distribution A:

i) for any 𝑁 , PA (log𝐷 | log𝑁 ) = constant; (12)

ii) for any 𝑁 and 𝐷 , PA (𝐹 | 𝐷, 𝑁 ) = 1/|F (𝐷, 𝑁 ) |. (13)

Namely, i) for any fixed 𝑁 , the NDV 𝐷 distributes uniformly at

log scale (or equivalently log𝐷 distributes uniformly) in A; and ii)

for any fixed 𝑁 and 𝐷 , every feasible profile appears with equal

probability. If both are satisfied, the maximizer of (11) (as a function

of 𝐷) can be written as

arg max

𝐷

PA (log𝐷 | 𝑓 , 𝑁 ) = arg max

𝐷

constant

PA (𝑓 | 𝑁 )
∑

𝐹 ∈F(𝐷,𝑁 )

P(𝑓 | 𝐹 )
|F (𝐷, 𝑁 ) |

= arg max

𝐷

1

|F (𝐷, 𝑁 ) |
∑

𝐹 ∈F(𝐷,𝑁 )
P(𝑓 | 𝐹 ) = 𝐷MLE

(14)

by putting (12)-(13) back into (11). The second equality in (14) is

because PA (𝑓 | 𝑁 ) is a probability term that is independent on 𝐷 ;

and the last equality is from the definition of𝐷MLE
in (1). Therefore,

the learned estimator h(𝑓 , 𝑁 ) approximates 𝐷MLE
if the training

distribution satisfies the two conditions in (12)-(13).

From the above analysis, the learned estimator h(𝑓 , 𝑁 ) approxi-
mates (14) which depends on onlyF (𝐷, 𝑁 ) and P(𝑓 | 𝐹 ): the former

is a deterministic finite set, and the latter is a probability distribution

depending only on the sampling procedure but not onA; therefore,

intuitively, we can expect that h(𝑓 , 𝑁 ) is workload-agnostic, i.e., it
generalizes well on unseen data columns, which will be verified

later in our experiments reported in Section 6.

About uniformity of 𝐹 . When introducing the MLE estimator

𝐷MLE
and analyzing its equivalence to the learned model h(𝑓 , 𝑁 ),

the underlying assumption is that the prior distribution of 𝐹 is

uniform. In fact, any targeted prior distribution of 𝐹 can be plugged

into𝐷MLE
and accordingly, used as the training distributionA for h.

However, we assume the uniformity purposely to enable the learned

estimator generalize to unseen datasets (workload-agnostic). We

tried to train an estimator (Lower Bound (LB) in Section 6) with the

prior of 𝐹 and A the same as those in the test datasets. In experi-

ments, we observed that the LB estimator works well only on this

particular workload but does not generalize to unseen workloads.

In comparison to the LB estimator with the “optimal” prior, our

workload-agnostic estimator with the uniform prior has comparable

performance on every test table (refer to, e.g., Table 2).

4 LEARNING ESTIMATOR FROM DATA
4.1 Efficient Training Data Generation
As long as the training data satisfies the conditions in (12)-(13),

whether the data is synthetic or from real world makes no difference.

This makes it possible for us to train the model using synthetically

generated data without needing any real-world data.

To generate a training data point ((𝑓 , 𝑁 ), 𝐷), one may first gen-

erate a random column C, then draw a random sample S from C
and calculate sample profile 𝑓 from S. However, since the popula-
tion profile 𝐹 of C contains all required information to generate a

random sample profile 𝑓 (as we will show in Section 4.1.2), we can

directly randomly generate a population profile 𝐹 and then draw a

random sample profile 𝑓 from PA (𝑓 |𝐹 ).

4.1.1 Population profile generation. Generating population profile

is to draw samples from the distribution PA (𝐹 ), written as:

PA (𝐹 ) = ∑
𝑁

∑
𝐷 PA (𝐹 |𝑁, 𝐷) PA (𝐷 |𝑁 ) PA (𝑁 ) . (15)

We can draw samples from PA (𝐹 ) by repeating the following: sam-

ple a 𝑁 from PA (𝑁 ), sample a 𝐷 from PA (𝐷 |𝑁 ), and sample a 𝐹

from PA (𝐹 |𝑁, 𝐷), with PA (𝐷 |𝑁 ) and PA (𝐹 |𝑁, 𝐷) satisfying the con-
ditions in (12)-(13). In order to ensure the training data to be diverse,

we want to have 𝑁 cover a big range of magnitude, so we set the



Figure 2: Frequency distribution of log𝐷/log𝑁 .

distribution of 𝑁 to be uniform at log scale, i.e., log
10
𝑁 ∼ 𝑈 (0, 𝐵)

where 𝐵 is a constant specifying the maximum population size. We

select 𝐵 = 9 according to the memory limit of our machine.

Generating 𝐹 from PA (𝐹 |𝑁, 𝐷) is, however, non-trivial. Given
population size 𝑁 and population NDV 𝐷 , drawing a population

profile from PA (𝐹 |𝑁, 𝐷) is equivalent to randomly sampling an

element under i) the uniform-distribution constraint (i.e., every
feasible 𝐹 has equal probability to be drawn) from set F (𝐷, 𝑁 )
which is specified by the two constraints ii)

∑
𝑗>0

𝐹 𝑗 = 𝐷 and iii)∑
𝑗>0

𝑗𝐹 𝑗 = 𝑁 . Designing such a sampling procedure that satisfies

the three constraints simultaneously is very challenging.

If the dimensionality of 𝐹 can be given, the sampling procedure

is easier. Consider an alternative form of PA (𝐹 ):

PA (𝐹 ) = ∑
𝑁

∑
𝑀 PA (𝐹 |𝑁,𝑀) PA (𝑀 |𝑁 ) PA (𝑁 ). (16)

This indicates an alternative procedure: sample a 𝑁 from PA (𝑁 ),
sample a 𝑀 from PA (𝑀 |𝑁 ), and sample a 𝐹 from PA (𝐹 |𝑁,𝑀). In
this procedure, dimensionality𝑀 is givenwhen sampling 𝐹 from dis-

tribution PA (𝐹 |𝑁,𝑀). The distributions PA (𝐷 |𝑁 ) and PA (𝐹 |𝑁, 𝐷)
are now implicitly induced from PA (𝐹 ). To see why it is the case,

when PA (𝐹 ) is derived as in (16), the joint distribution PA (𝐹, 𝑁 , 𝐷)
is determined, because, by definitions, 𝑁 and 𝐷 are deterministi-

cally dependent on 𝐹 , i.e., PA (𝐹, 𝑁 , 𝐷) = PA (𝐹 ) if 𝑁 =
∑
𝑖 𝑖𝐹𝑖 and

𝐷 =
∑
𝑖 𝐹𝑖 , and PA (𝐹, 𝑁 , 𝐷) = 0 otherwise. PA (𝑁, 𝐷) and PA (𝑁 )

are just marginal distributions of PA (𝐹, 𝑁 , 𝐷). Therefore, by the

definition of conditional probabilities, we can obtain PA (𝐷 |𝑁 ) as
PA (𝑁, 𝐷) /PA (𝑁 ) and PA (𝐹 |𝑁, 𝐷) as PA (𝐹, 𝑁 , 𝐷) /PA (𝑁, 𝐷).

We plan to design the two distributionsPA (𝑀 |𝑁 ) andPA (𝐹 |𝑁,𝑀)
to make the induced PA (𝐷 |𝑁 ) and PA (𝐹 |𝑁, 𝐷) approximately sat-

isfy the conditions in (12)-(13). In the following, we first intuitively

specify the form of PA (𝑀 |𝑁 ) and PA (𝐹 |𝑁,𝑀), then derive an effi-

cient sampling algorithm to generate 𝐹 , and show that the condi-

tions in (12)-(13) are approximately satisfied in the end.

Achieving (approxiamte) uniformity in sample. Intuitively,𝑀
is the highest number of times that a value can appear in population.

We draw𝑀 uniformly at log scale i.e. log
10
𝑀 ∼ 𝑈 (0, 𝐵). Note that

𝑀 is the dimensionality of the space where we draw 𝐹 and it is

different from the actual length of 𝐹 (maximum 𝑙 with 𝐹𝑙 > 0), so

𝐹𝑀 can be zero. Thus, 𝑀 and 𝑁 are independent (with log
10
𝑁 ∼

𝑈 (0, 𝐵)), and PA (𝑀 |𝑁 ) is identical to PA (𝑀).
Given 𝑁 and𝑀 , similarly we can have a feasible configuration

set for 𝐹 : F ′(𝑁,𝑀) = {𝐹 |∑𝑀𝑖=1
𝑖𝐹𝑖 = 𝑁 }. To make PA (𝐹 |𝐷, 𝑁 )

approximately uniform (required in (13)), intuitively, we need to

make the distribution of 𝐹 as diffusive as possible, so we also draw

𝐹 uniformly from F ′(𝑁,𝑀). Notice that compared with F (𝑁, 𝐷),

F ′(𝑁,𝑀) only has one constraint and the dimensionality of 𝐹 is

given. This make it much easier to design a sampling procedure.

Let 𝑆𝐹𝑖 denote
∑𝑀
𝑖 𝐹𝑖 , then 𝐹𝑖 = 𝑆𝐹𝑖 − 𝑆𝐹𝑖+1. Apparently, 𝑆𝐹 has

a one-to-one mapping relationship with 𝐹 , so drawing each feasible

𝐹 with equal probability is equivalent to drawing each feasible

𝑆𝐹 with equal probability. The feasible set for 𝑆𝐹 is 𝑄 (𝑁,𝑀) =

{𝑆𝐹 | ∑𝑀𝑖=1
𝑆𝐹𝑖 = 𝑁 ; 𝑆𝐹𝑖 ≥ 𝑆𝐹𝑖+1 ∀ 𝑖}. Without the constraint

𝑆𝐹𝑖 ≥ 𝑆𝐹𝑖+1, the problem of generating 𝑆𝐹 so that each feasible 𝑆𝐹

has equal probability to be generated is known as the random fixed
sum problem, and there are existing efficient algorithms to solve

it in 𝑂 (𝑀 log𝑀) [9, 14]. The constraint 𝑆𝐹𝑖 ≥ 𝑆𝐹𝑖+1 can be easily

satisfied afterwards by reassigning 𝑆𝐹 to be its sorted version. Once

a 𝑆𝐹 is generated, the corresponding 𝐹 can be obtained.

To summarize, the process of generating one population profile

𝐹 is as follows: draw 𝑁 from log
10
𝑁 ∼ 𝑈 (0, 𝐵), draw 𝑀 from

log
10
𝑀 ∼ 𝑈 (0, 𝐵), draw 𝑆𝐹 from𝑄 (𝑁,𝑀) using algorithms for the

random fixed sum problem, and obtain 𝐹 by 𝐹𝑖 = 𝑆𝐹𝑖 − 𝑆𝐹𝑖+1.

As discussed above, PA (𝐹 |𝑁, 𝐷) and PA (log𝐷 | log𝑁 ) can be in-

duced from the distribution PA (𝐹 ), and thus also from PA (𝐹 |𝑁,𝑀)
and PA (𝑀 |𝑁 ). The uniformity of PA (𝐹 |𝑁, 𝐷) and PA (log𝐷 | log𝑁 )
is still not strictly guaranteed. For PA (𝐹 |𝑁, 𝐷) and PA (𝐹 |𝑁,𝑀),
however, the sizes of the supporting sets F and F ′

, respectively,

are both extremely big and it can be shown the fraction of 𝐹 that

we can sample with our best effort (∼ 10
9
elements of 𝐹 ) is at

the scale of 10
−3991

. This leads to the fact that the samples we

drawn are extremely sparse in the space of all possible 𝐹 and

each 𝐹 can at most appear once in the samples. Therefore, the

empirical distribution of PA (𝐹 |𝑁, 𝐷) in training data will be close

to uniform. For PA (log𝐷 | log𝑁 ), we empirically show its unifor-

mity in Figure 2. For 𝑁 and 𝐷 drawn from log
10
𝑁 ∼ 𝑈 (0, 𝐵) and

log
10
𝐷 ∼ 𝑈 (0, log

10
𝑁 ), the ratio log𝐷/log𝑁 should follow the

uniform distribution𝑈 (0, 1) and we show the frequency distribu-

tion of log𝐷/log𝑁 in Figure 2(1); we obtain the𝑁 and𝐷 of our gen-

erated profiles and plot the frequency distribution of log𝐷/log𝑁 –

as shown in Figure 2(2), it is also roughly uniformly distributed.

4.1.2 Sample profile generation. To draw a sample, we need to

know the sampling rate 𝑟 . The conditions in (12)-(13) have no

constraint on the distribution of 𝑟 . To ensure the training data

to be diverse, we would like to have 𝑟 cover a big range of mag-

nitude. Therefore, we draw sampling rate 𝑟 uniformly at log scale

by log
10
𝑟 ∼ 𝑈 (−𝐵′,−1) where we select 𝐵′ = 4 as 10

−4
is a small

enough sampling rate in practice.

Instantiating the population/column from 𝐹 and then performing

random sampling to get a sample S and then sample profile 𝑓 is of

complexity𝑂 (𝑁 ). We propose to directly perform sampling from 𝐹

with a complexity of𝑂 (𝐷). When performing sampling, for a value

appeared 𝐾 times in population, the number of times 𝑘 it appears

in sample follows a binomial distribution P(𝑘) =
(𝐾
𝑘

)
𝑟𝑘 (1 − 𝑟 )𝐾−𝑘

where 𝑟 is the sampling rate. By performing a binomial toss for

every distinct value in population, we obtain the number of times

each value appear in sample and sample profile 𝑓 can be calculated.

Accordingly, the complexity of generating a sample profile is𝑂 (𝐷).

4.1.3 Diversity training data. To further improve the generalization

ability of the trained model, we diversify the profiles we draw from

F ′
by incorporating some human knowledge. This is in the same



spirit as that one may incorporate human knowledge to diversify

an image dataset by operations such as rotation to improve the

generalization ability of models trained on the dataset [53].

We diversify our training data based on the following intuition:

each 𝐹 can be seen as a point in high dimensional space with 𝐹𝑖
being its coordinate at the 𝑖th dimension; we want to enlarge the

supporting region of the points (i.e., the region that the points span)

so that the trained model generalizes better, since machine learning

models are better at interpolation than extrapolation [59].

The most ideal way to increase the support region of the profiles

is to have some data points with a much bigger population size. In

this way, 𝐹𝑖 at every dimension can be very big yielding a bigger

support region. However, due to hardware limit in practice we are

not able to achieve this, so we choose to randomly increase one

𝐹𝑖 along one single random dimension for each 𝐹 . Specifically, for

each profile 𝐹 generated by the method in Section 4.1.1, a new

component 𝐹 ′ is added to 𝐹 to obtain the final profile 𝐹 ′′ = 𝐹 + 𝐹 ′
where 𝐹 ′ contains only one positive value 𝐹 ′

𝑖p
= 𝐷 ′

and 𝐹 ′
𝑖≠𝑖p

= 0;𝐷 ′

and 𝑖p are randomly generated by log
10
𝑁 ′ ∼ 𝑈 (0, 𝐵) , log

10
𝐷 ′ ∼

𝑈 (0, log
10
𝑁 ′), and 𝑖p = ⌊𝑁 ′/𝐷 ′⌉. Since 𝐹 ′ only have one non-

zero value 𝐹 ′
𝑖p
, with the same population size distribution, 𝐹 ′

𝑖p
will

be much greater than 𝐹𝑖p on average. In this way, the supporting

region of the profiles 𝐹 used in training is increased greatly.

4.2 Feature Engineering and Model Structure
4.2.1 Feature engineering. The raw features include sample profile

𝑓 and population size 𝑁 . On top of the two raw features, other

meaningful features that we can derive include sample size 𝑛 =∑
𝑖 𝑖 𝑓𝑖 , sample NDV 𝑑 =

∑
𝑖 𝑓𝑖 , and sampling rate 𝑟 = 𝑛/𝑁 .

The number of elements in the sample profile 𝑓 varies for differ-

ent samples. The length of 𝑓 can be as large as the sample size and

as be as small as one. However, during model training, we have to

use a fixed number of features. We choose to keep only the first𝑚

elements of the sample profile 𝑓 , i.e. 𝑓 [1 :𝑚]. If the length of 𝑓 is

less than𝑚, we pad it with zeros. This is based on the intuition that

the predictive power of 𝑓𝑖 decreases as 𝑖 increases. In fact, some of

the well-known estimators only use the first few elements in the

sample profile 𝑓 , yet achieving fairly good performance [20, 22, 30].

To make up for the elements being cutoff in the sample profile 𝑓 ,

we add the corresponding cut-off sample size 𝑛𝑐 =
∑
𝑖=𝑚+1

𝑖 𝑓𝑖 and

cut-off sample NDV 𝑑𝑐 =
∑
𝑖=𝑚+1

𝑓𝑖 as two additional features.

The feature set we use is 𝑥 = {𝑁,𝑛, 𝑛𝑐 , 𝑑, 𝑑𝑐 , 1/𝑟, 𝑓1, . . . , 𝑓𝑚}, with
a total of𝑁𝑥 =𝑚+6 features, and the single target we aim to predict

is population NDV 𝐷 . We set𝑚 = 100 by default in experiments.

4.2.2 Model structure. Recall that our goal is to learn an estima-

tor/model to approximate 𝐷MLE
. Simple models often assume some

specific relationship between the input features, i.e., the sample

profile 𝑓 in our case, and the label to be predicted, i.e., NDV 𝐷 .

For example, linear/logistic regression assumes a linear relation

between 𝑓 and (transformed) 𝐷 : e.g., 𝐷 =
∑
𝑖 𝑎𝑖 𝑓𝑖 . However, 𝐷

MLE

can be any unknown function of 𝑓 (e.g., refer to the previous estima-

tor 𝐷Shlosser
introduced in Section 2.2) that is much more complex

than the above restricted class of linear functions. Therefore, since

neural networks are able to approximate any function (with enough

nodes and layers) [34], we choose our model to be a neural network.

Figure 3: Network architecture: # of linear layers is 𝑁𝑙 + 𝑁𝑠 .

Our network architecture is shown in Figure 3. There are 𝑁𝑙 +𝑁𝑠
linear layers in total. The activation function for every layer is

LeakyRelu [6]. The first 𝑁𝑙 linear layers compose a set of more

complex features than the raw features. This is followed by a "sum-

marizer" component with 𝑁𝑠 = 2 linear layers that gradually sum-

marize features in 𝑁𝑥 dimensions to form the final one dimensional

prediction.We can control the capacity and complexity of ourmodel

by 𝑁𝑙 . We set 𝑁𝑙 = 5 by default and test the sensitivity to 𝑁𝑙 in Sec-

tion 6.4. Since the architecture is very simple, the model inference

time is at the scale of microseconds on CPU in our experiments.

There is one additional challenge for model learning: The mag-

nitude of different features in the feature set 𝑥 can be at different

scale. For example, the population size can be as large as 10
7
while

the sample NDV 𝑑 can be as small as 1. This makes it very difficult

to learn the model parameters [37, 38]. The common practice to

resolve this problem is to perform normalization [37, 38]. For exam-

ple in z-normalization each feature 𝑧 is normalized by the mean 𝜇

and standard deviation 𝜎 of the feature: 𝑧′ = 𝑧−𝜇
𝜎 . The underlying

assumption of this practice is that training data and test data are

drawn from the same distribution, so that the mean and standard

deviation in the test set will be equal to that of the training set.

When each test data point comes, we can use the mean and standard

deviation in the training set to normalize it. However, in our case,

we do not assume the training set and test set to share the same

distribution. In fact, our training set is synthetically generated, so

it can be very different from the real-world test datasets.

We take the logarithm of features (e.g., sample profile 𝑓𝑖 ’s and

inverse sampling rate 1/𝑟 ) before the first layer, after adding a

small constant to each feature to avoid logarithm of zero. Since

the network now operates at log scale, we take exponential on

the output of the last linear layer as the final output. Specifically,

let 𝐷
log

denote the output of the last linear layer, and the final

estimation is 𝐷 = 𝑒𝐷log
. There are three reasons for taking the

logarithm of features in the model. First, our learning objective is

to reduce the ratio error defined in (6), which is translated into a

loss function as the squared difference between log𝐷 and log 𝐷̂ in

(8). Secondly, taking logarithm makes NDV and different features

at the same scale, and thus easier to train the model (otherwise,

the training data points with big NDVs dominate the loss). Thirdly,

taking logarithm explicitly introduces non-linearity to the model,

so it can be more expressive to approximate nonlinear functions,

and helps the learned model to generalize better outside the support

region of training data [36] to approximate unbounded functions.

4.3 Model Regularization
We now introduce a regularization method tailed for our task by

considering negative results on sample-based NDV estimation. Note



that the negative result [22] introduced in Section 2.3 holds for

learned estimator as well, and it says that, any learned estimator

h ∈ H with sample or sample profile as the feature has a ratio error

at least in the order of Ω(
√
𝑁 /𝑛) in the worst case (for some dataset),

where 𝑁 is the population size and 𝑛 is the sample size. Since the

sample profile 𝑓 is an input feature to the learned estimator, we

first try to derive an instance-wise negative result by answering

the question how large the error could be after observing 𝑓 .

An instance-wise negative result and its implication.The idea
of our instance-wise negative result generalizes the one of a “global”

negative result [22]. Consider two columns (multi-sets) C1 = C0 ∪
Δ1 and C2 = C0 ∪ Δ2 sharing the common subset C0, and the

difference (Δ1 v.s. Δ2) makes their NDVs 𝐷1 and 𝐷2 differ signifi-

cantly from each other. We draw two samples from C1 and C2 with

sample profiles 𝑓1 and 𝑓2 observed, respectively. As long as C0 is

large enough, we can show that, with high probability, both the

two samples contain values only in C0, and thus 𝑓1 and 𝑓2 follow

the same distribution which are indistinguishable. More formally:

Proposition 1. For any size-𝑛 sample with profile 𝑓 and NDV
𝑑 , there exist two size-𝑁 columns C1 and C2 with NDVs 𝐷1 and 𝐷2,
respectively, such that with probability at least𝛾 we cannot distinguish
whether the observed 𝑓 is generated from C1 or from C2, with

𝐷1 =

⌊
𝑁 − 𝑛

4𝑛

(
ln( 1

𝛾
) − 2

𝑒𝑐

)⌋
+ 𝑑 and 𝐷2 = 𝑑 (17)

for 𝛾 ≥ 𝑒−4𝑛−2𝑒−𝑐 and 𝑛 ≥ 𝑑 (ln𝑑 + 𝑐).

Proof of Proposition 1 can be found in our technical report [58].

Proposition 1 suggests that, no matter how well an estimator h is

trained under the loss function 𝑅𝐴 in (9), it is inherently hard to

estimate NDV using the model h(𝑓 , 𝑁 ). Consider the two columns

C1 and C2 with NDVs 𝐷1 and 𝐷2 constructed in Proposition 1.

Samples with profiles 𝑓1 and 𝑓2 are then drawn from C1 and C2,

respectively. Proposition 1 says that, with high probability, 𝑓1 and

𝑓2 follow the same distribution, and thus the expected output of

h(𝑓1, 𝑁 ) should be the same as the one of h(𝑓2, 𝑁 ), considering the
randomness in drawing samples. This property of h contradicts to

the fact that the true NDVs 𝐷1 and 𝐷2 in (17) differ significantly.

Following the above discussion, we can derive an instance-wise

lower bound of the ratio error by forcing h(·, 𝑁 ) to output

√
𝐷1𝐷2.

Theorem 1. For any size-𝑛 sample with profile 𝑓 and sample NDV
𝑑 observed (where 𝑛 ≥ 𝑑 (ln𝑑 + 𝑐)), with probability 𝛾 ≥ 𝑒−4𝑛−2𝑒−𝑐 ,
there exist a choice of column with NDV 𝐷 such that any estimation
of 𝐷 based on 𝑓 , i.e., h(𝑓 , 𝑁 ), has ratio error at least

error(h(𝑓 , 𝑁 ), 𝐷) ≥

√√ ⌊
𝑁−𝑛

4𝑛

(
ln( 1

𝛾 ) −
2

𝑒𝑐

)⌋
+ 𝑑

𝑑
≜ 𝑏 (𝑑, 𝑛) . (18)

Proof of Theorem 1 can be found in our technical report [58].

Regularization for aworst-case optimal estimator.When train-

ing an estimator h under the loss function 𝑅𝐴 in (9), consider two

training data points 𝑝1 = ((𝑓 , 𝑁 ), 𝐷1) and 𝑝2 = ((𝑓 , 𝑁 ), 𝐷2) where
𝐷1 and 𝐷2 as in (17) are NDVs of the two columns C1 and C2 con-

structed in Proposition 1. If 𝑝1 is in the training data 𝐴 but 𝑝2 is

not, h tends to predict 𝐷1 after training; if 𝑝2 is in 𝐴 but 𝑝1 is not,

a trained h tends to predict 𝐷2. In both cases, the worst-case ratio

error for estimation could be as large as 𝐷1/𝐷2.

Our goal of regularization here is to push a trained model h
towards an instance-wise worst-case optimal estimator h∗ whose

ratio errormatches an instance-wise lower bound𝑏 (𝑑, 𝑛) as in (18). To
this end, consider a loss function 𝑅𝐴,h∗ (h) which aims to minimize

the distance between h and h∗ in prediction:

𝑅𝐴,h∗ (h) =
1

|𝐴|
∑

( (𝑓 ,𝑁 ),𝐷) ∈𝐴
|𝐿(h(𝑓 , 𝑁 ), 𝐷)−𝐿(h∗ (𝑓 , 𝑁 ), 𝐷) |. (19)

Intuitively, with this loss function in (19), we want our model h
to be trained towards the “optimal” estimator h∗. In particular, if

𝑅𝐴,h∗ (h) = 0, h behaves exactly the same as h∗ on the training set

𝐴 with 𝐿(h(𝑓 , 𝑁 ), 𝐷) = 𝐿(h∗ (𝑓 , 𝑁 ), 𝐷) for each ((𝑓 , 𝑁 ), 𝐷) ∈ 𝐴.

Comparing to the loss 𝑅𝐴 (h) in (9), 𝑅𝐴,h∗ (h) in (19) allows the

model h to have a higher error (only as good as 𝐿(h∗ (𝑓 , 𝑁 ), 𝐷)) on
the training set, but aims to prevent overfitting.

Loss function with regularization. Recall the loss 𝐿(·, 𝐷) in (8)

used by ourmodel. If h∗’s ratio errormatches the instance-wise lower
bound 𝑏 (𝑑, 𝑛) in (18), we have 𝐿(h∗ (𝑓 , 𝑁 ), 𝐷) = (log𝑏 (𝑑, 𝑛))2

. We

also apply L2 regularization on model parameters𝑊 to encourage

𝑊 to be small and sparse for better generalization [16]. Putting

them together, we use the following loss function in training:

𝑅∗𝐴 (h) =
1

|𝐴|
∑

( (𝑓 ,𝑁 ),𝐷) ∈𝐴
|𝐿(h(𝑓 , 𝑁 ), 𝐷)−(log𝑏 (𝑑, 𝑛))2 |+𝜆∥𝑊 ∥2 . (20)

Note that 𝑏 (𝑑, 𝑛) is defined only when 𝑛 ≥ 𝑑 (ln𝑑 + 𝑐) according
to Theorem 1. For 𝑛 < 𝑑 (ln𝑑 + 𝑐) (sample NDV is close to sample

size), we define 𝑏 (𝑑, 𝑛) ≜ 1. In our implementation, 𝑐 is set to be 10

in (18) such that the 2/𝑒𝑐 term in 𝑏 (𝑑, 𝑛) is negligible.
There are two hyperparameters here. i) 𝛾 for 𝑏 (𝑑, 𝑛) defined in

(18) controls how confident this lower bound is. We set 𝛾 = 0.6

by default to have a medium level of confidence. ii) 𝜆 controls the

strength of the L2 regularization. We set 𝜆 = 10
−1

by default in

our learned estimator after a tuning process based on training loss.

Details about the tuning process can be found in our technical report

[58]. It is important to note that, when choosing 𝛾 and 𝜆, we use

absolutely no knowledge about the test datasets. The robustness of

our model to different choices of 𝛾 and 𝜆 is evaluated in Section 6.4.

5 USAGE AND DEPLOYMENT
We extract the trained weights of our model in “model_paras.npy”
and implement a numpy version of the model to have minimum

dependency on other libraries. We provide the trained model, i.e.,
our learned NDV estimator in [43]. The usage of it is as simple as

a statistical estimator such as GEE and users can easily estimate

population NDV by providing either a sample or a sample profile

(drawn from a column or query results), as shown below:

Our model does not require any re-training for new workloads

and the inference time is at the scale of microseconds on CPU as

our model structure is very simple. Specifically, in our experiments,

inference on a single profile has a running time of 240 × 10
−6

sec-

onds. Our trained estimator can be easily plugged into any existing

systems. For example, we have plugged our trained model to the

cloud big data processing platform MaxCompute [7] at Alibaba.



6 EXPERIMENTS
We conduct experiments to evaluate the efficacy of our proposed

method and compare it with baselines along three dimensions:

• Performance. How accurate is our learned estimator?

• Ablation study.How does our way of generating training data and

performing model training contribute to the final performance?

• Sensitivity analysis. How sensitive is the performance of our

model to different hyperparameters?

6.1 Experiment Setup
Hardware.All our experiments were performed on amachine with

a 2.50GHz Intel(R) Xeon(R) Platinum 8163 CPU, a GeForce RTX

2080 Ti GPU and 376GB 2666MHz RAM.

Datasets. We conduct experiments on nine real-world datasets

from diverse domains. Note our method does not use any of them

for any training or hyperparameter tuning. The datasets are only

used for evaluation after our model is trained on synthetic data.

1) Kasandr [54, 55]: Behavior records of customers in e-Commerce

advertising with 15.8M rows and 7 columns.

2) Airline [1, 3]: Summary statistics of airline departures from 1987

to 2013 with 10.0M rows and 10 columns.

3) DMV [5, 39]: Data from Department of Motor Vehicles, contain-

ing information about cars, their owners and accidents. There are

11.7M rows and 20 columns.

4) Campaign [4]: Information of individual contributions to election

campaigns. There are 3.3M rows and 21 columns.

5) SSB [49]: The star schema benchmark. We use the fact table with

a scaling factor of 50, resulting in 300M rows and 17 columns.

6) NCVR [12]: North Carolina voter registration data with 8.3M

rows and 71 columns.

7) Product: Private dataset with information of product items on

an online-shopping website. There are 5.2M rows and 25 columns.

8) Inventory: Private dataset of inventory statistics. There are 8.8M

rows and 19 columns

9) Logistics: Private dataset of logistics information of shipping

orders. There are 8.6M rows and 28 columns.

Methods evaluated.We compare our method to nine methods:

1) GEE [22]: This method is constructed by using geometric mean

to balance the two extreme bounds of NDV. It is proved to match a

theoretical lower bound of ratio error within a constant factor.

2) HYBGEE [22]: This is a hybrid estimator using GEE for high-

skew data and using the smoothed jackknife estimator for low-skew

data. We refer to Pydistinct [8] to test for high or low skewness.

3) HYBSKEW [30]: This is a hybrid estimator using shlosser for

high-skew data and using the smoothed jackknife estimator for

low-skew data. We refer to the implementation in Pydistinct [8].

4) AE [22]: This was proposed to be a more principled version

of HYBGEE with smooth transition from low-skew data to high-

skew data. This method requires numerically finding the root of a

non-linear equation. We use the classic Brent’s method [10, 17].

5) Chao [20]: Thismethod is derived by approximating the coverage

as 1 − 𝑓1/𝑛 and assuming the population size is infinity. It predicts

NDV to be infinite when 𝑓2 = 0, so we invoke GEE in this case.

6) Chao-Lee [21]: This method adds a correction term to the cover-

age estimation in Chao to handle skew in data [30].

Table 1: Inference complexity (1st line) and # arithmetic op-
erations (2nd line) needed in implementation

GEE

HYB

GEE

HYB

SKEW
AE Chao

Chao

-Lee

Shlo

sser
APML Our

O(1) O(𝑛) O(𝑛) - O(1) O( |𝑓 |) O( |𝑓 |) O(𝑛) O(1)
5 5𝑛 5𝑛 - 4 4 |𝑓 | 7 |𝑓 | + 2 𝑛 +

√
𝑛 log𝑛 300 + 51200

7) Shlosser [52]: This method is derived based on a skewness as-

sumption: 𝐸 (𝑓𝑖 )/𝐸 (𝑓1) ≈ 𝐹𝑖/𝐹1. The method performs well when

each distinct value appear approximately one time on average [30].

8) APML [50]: This method analytically approximates the profile

maximum likelihood estimation for population profile 𝐹PML
(so-

lution to (2)), and estimate NDV as

∑
𝑖 𝐹

PML

𝑖
. We use the imple-

mentation provided in the original paper. Note this method doesn’t

assume population size 𝑁 is given. For a fair comparison, when

this method predicts NDV to be greater than 𝑁 (in this case ratio

error can be extremely big), we replace its prediction with the best

performing baseline GEE’s prediction.

9) Lower Bound (LB): This method is to demonstrate the possible

gain of accessing some columns of the real-world test set at training

phase. For this method, we split all columns in the the nine real-

world datasets by 4:1:5 as training, validation and test set. We fine

tune our learned model (trained on synthetic data) on the training

set and use the validation set to perform early stopping to prevent

over-fitting. We evaluate the fine-tuned model on the remaining

test set. This provides an empirical lower bound for the error of

any workload agnostic estimators.

Inference cost. For all the methods evaluated, the inference cost,

i.e., processing time of estimating NDV per column, is usually dom-

inated by the cost of scanning the sample with size 𝑛 to obtain

sample profile 𝑓 and sample NDV 𝑑 . Suppose 𝑓 and 𝑑 are already
obtained, Table 1 summarizes the complexity and the number of

arithmetic operations needed in the remaining steps for inference
in different methods. Here, let |𝑓 | = max{ 𝑗 | 𝑓𝑗 > 0} denote the
length of 𝑓 . GEE, Chao, and our method need another O(1) arith-
metic operations to derive the NDV estimation, while Chao-Lee

and Shlosser need another O( |𝑓 |) arithmetic operations and HY-

BGEE, HYBSKEW, and APML need another O(𝑛) operations. Our
method needs about 300 arithmetic operations for feature engineer-

ing and 51200 arithmetic operations for a forward pass in the neural

network. AE needs to solve a nonlinear equation numerically.

Setup for various estimators.We evaluate all methods with sam-

pling rates varying from 10
−4

to 10
−2
: 10

−4
, 2 × 10

−4
, 5 × 10

−4
,

10
−3
, 2 × 10

−3
, 5 × 10

−3
, and 10

−2
. To deal with randomness in e.g.

sampling, we run ten times and report the averaged results. We

implement our model with pytorch and use Adam [40] as optimizer

and perform training with skorch [11]. We implement L2 regular-

ization with its equivalent form - weight decay [13, 56]. For our

method, the hyperparameters include: the number of elements in

sample profile that are used as features𝑚, the number of linear lay-

ers in our network architecture 𝑁𝑙 , learning rate during training 𝑙𝑟 ,

logarithm of the smallest sampling rate 𝐵′, logarithm of the largest

population size in training data 𝐵, number of synthetic training

data used 𝑁𝐴 , the confidence level 𝛾 of our derived lower bound

in (18), and the L2 regularization parameter 𝜆. We have explained

we set 𝑁𝑙 = 5 in Section 4.2.2, 𝐵′ = −4 in Section 4.1.2, 𝐵 = 9 in



Section 4.1.1, 𝛾 = 0.6 and 𝜆 = 0.1 in Section 4.3. For the remaining

parameters: We set 𝑚 = 100 so the total number of features we

use is 𝑁𝑥 = 106, and we test the sensitivity to 𝑚 in Section 6.4.

We choose a learning rate that has the smallest training loss and

also converges in a reasonable time: 𝑙𝑟 = 0.0003. We generate

𝑁𝐴 = 0.72 × 10
6
training data points, which takes about two hours

running in parallel on our machine and we further vary the amount

of training data used in Section 6.4. For sanity, we drop the data

points with population size 𝑁 < 10
4
as the sample may contain

zero data points because sampling rate can be as small as 10
−4
.

Performance metric. We used the widely used ratio error as our

performance metric, which is defined in (6).

6.2 Performance
Overall performance. The overall performance of all methods is

shown in Table 2. Our method achieves the lowest ratio error on

seven out of nine datasets and has comparable error to the best

baseline methods on the other two datasets. Our averaged ratio

error is very close to the empirical lower-bound error. Overall, most

baseline methods fail significantly on at least one dataset, which

could be caused by the violation of the assumptions they make.

GEE is the best performing baseline. Although HYBGEE and AE

were both designed to improve over GEE, their performance is very

sensitive to choice of dataset, because HYBGEE involves estimating

skewness of population which can be difficult on some datasets and

AE requires numerically solving a non-linear equation which can

be brittle in some cases. APML also doesn’t work well. One reason

is the analytical approximation in APML can introduce a big error;

Another reason is that APML is designed to estimate population

profile 𝐹 and is not tailored for estimating NDV.

Ratio error under different sampling rate. We plot the aver-

aged ratio error under different sampling rate in Figure 4(1). Our

method has the lowest error and is close to the empirical lower-

bound under all sampling rates. In addition, as sampling rate de-

creases, the advantage of our method over other methods increases

significantly. Shlosser has comparable performancewith ourmethod

at a high sampling rate 10
−2
, but its performance decreases rapidly

as sampling rate decreases. The error of AE is irregular with respect

to sampling rate because error of AE depends on the accuracy of the

root finding of a non-linear equation, which is brittle in practice.

Ratio error under different NDV. We plot the averaged ratio

error under different number of distinct values in Figure 4(2). Our

method has the lowest error under all range of number of distinct

values except the extremely small region, i.e., NDV ≈ 1.

Data distributions with high skew (small NDV) and low skew

(large NDV) are two relatively “easy” scenarios for NDV estima-

tions. Intuitively, when NDV is extremely small, it can be estimated

as NDV in the sample; when NDV is extremely large (close to popu-

lation size), NDV can be estimated as
sample NDV

sampling rate
. For example, as

is analyzed in [22] and demonstrated above in Figure 4(2), GEE and

Shlosser are known to perform well for data with high skew (NDV

< 10); some other estimator, e.g., HYBSKEW and HYBGEE, com-

bines the results of two estimators (one performs well for low skew

and the other for high skew)–one of the two is selected depending

on a test designed to measure the skew of the data. Therefore, the

Table 2: Ratio error for all methods averaged over all
columns in each dataset and over all sampling rates. The er-
ror for the empirical lower bound is denoted in grey.

GEE

HYB

GEE

HYB

SKEW

AE Chao

Chao

-Lee

Shlo

sser

APML LB Our

Kasandr 3.4 7.9 8.2 4.6 4.7 9.9 19.2 5.1 2.2 2.4
Airline 4.1 1.8 1.8 1.4 1.6 1.8 70.0 2.0 2.5 1.9

DMV 5.2 3.5 17.5 7.7 8.8 13.8 23.5 7.6 3.2 2.7
Campaign 7.3 6.5 8.4 291.8 13.4 48.0 21.9 13.2 2.9 3.9
SSB 5.2 1.2 1.2 1.1 1.1 1.2 173.1 1.3 1.5 2.0

NCVR 12.2 31.0 56.9 150.2 13.2 58.6 42.6 16.9 5.6 6.4
Product 36.3 60.6 58.7 46.1 46.9 250.6 30.5 54.8 9.2 14.6
Inventory 17.8 23.5 18.4 75.1 24.8 252.9 11.6 26.7 4.5 7.8
Logistics 17.1 93.1 100.0 552.0 15.5 275.1 19.5 16.7 3.6 3.5
Average 12.1 25.5 30.1 125.6 14.5 101.3 45.7 16.0 3.9 5.0

Figure 4: Averaged ratio error over all datasets for different
(1) samping rate and (2) NDV.

general trends for most estimators observed in Figure 4(2) are simi-

lar: they perform well for small NDV, and as NDV increases, the

error first increases and then decreases for large NDVs. Given this

general trend, however, the turning points for different methods are

different, depending on their concrete forms and data distributions.

For example, the turning point of Chao-Lee is 10
5
; the turning point

of HYBSKEW/HYBGEE is about 10
4
, and their performance also

largely depends on the skewness test result on the sample data,

which may not be stable; the turning point of Shlosser is 10
3
. The

performance of AE is irregular and largely depends on data distri-

butions, as it considers only estimators of the form 𝑑 + 𝐾𝑓1 [22],

and tries to estimate 𝐾 from the sample data.

Ratio error distribution. To show the distribution and the worst

case of ratio error, we plot the boxplot [2] of ratio error in Figure 5

when sampling rate 𝑟 = 10
−3
. Overall, our method has the smallest

error in most cases and also has the smallest worst case error. In

75% of cases, the ratio error of our method is smaller than 3, much

better than all baselines. The worst case ratio error of our method

is almost the same as the baseline GEE that has theoretical worst



Figure 5: Ratio error on all columns in all datasetswhen sam-
pling rate 𝑟 = 10

−3. In each sub-boxplot for eachmethod, the
five vertical lines denote minimum, 25th percentile, median,
75th percentile, and maximum respectively; the colored box
contains 50% of the data points; the diamond symbols on the
right side of the maximum line are outliers.

case ratio error guarantee. In 75% of cases, the two hybrid methods

HYBGEE and HYBSKEW are on average better than GEE but they

are not stable and their worst case error can be as large as 1000

causing their averaged ratio error to be greater than GEE in Table 2.

6.3 Ablation Study
We perform ablation study to show the contribution of each com-

ponent in our method and compare them to existing or straightfor-

ward solutions. Table 3 shows the results. Column "Full" denotes

our method with full set of components. We ablate our method

in three aspects, training data generation, model architecture and

objective function for training. The symbol "-" denotes dropping

the component that it precedes.

Training data generation. As shown in column "-diversify" in

Table 3, when removing the diversify component proposed in Sec-

tion 4.1.3, ratio error increases a bit, though the error is still sig-

nificantly lower than the best performing baseline in Table 2. This

verifies our intuition in Section 4.1.3: increasing the support re-

gion of the profiles is helpful to the generalization ability of our

model. We also compare to four heuristic method of generating

training data. "uni" denotes generating each 𝐹𝑖 of the population

profile 𝐹 by a uniform distribution. "pl" denotes generating 𝐹 so

that the relationship between 𝐹𝑖 and 𝑖 is power law. "rw" denotes

generating 𝐹 by random walk, i.e. 𝐹𝑖+1 = 𝐹𝑖 + 𝑠 where 𝑠 is a random
step size. "mix" denotes mixing all training data generated by the

three heuristic methods. For the three heuristic methods, we also

ensure that we introduce enough randomness by using a set of dif-

ferent random hyperparameters (e.g. length of 𝐹 , range of uniform

distribution, parameters in power law distribution, and step size

in random walk) for each data point. The results in Table 3 show

that our way of generating training data outperforms the heuristic

methods significantly. When mixing the three types of heuristically

generated data together, the averaged error is smaller than using

each type along because mixing all data increases training data

diversity and helps the model to generalize better.

Model architecture. We drop the logarithm layer in our model

architecture (Figure 3). As shown in column "-log" in Table 3, the

ratio error increases dramatically. This validates our choice to take

logarithm and its advantages as discussed in Section 4.2.2.

Table 3: Ablation analysis. "-" denotes removing a compo-
nent. The four columns under "heuristic" replace our train-
ing data generation by four heuristic methods respectively.

Datasets Full

Training data

generation

Model

arch

Training

objective

-diver

sify

heuristic

-log -b
-b

-L2

-b-L2

-loguni rw pl mix

Kasandr 2.4 5.2 40.8 30.8 >1k 50.1 >1k 2.3 3.3 >1k

Airline 1.9 2.5 3.4 4.7 464.0 24.9 >1k 1.8 1.9 >1k

DMV 2.7 3.4 129.8 45.2 14.6 98.3 >1k 2.5 3.8 >1k

Campaign 3.9 6.7 147.9 176.5 933.1 127.9 >1k 3.9 21.6 >1k

SSB 2.0 3.3 19.1 1.2 6.5 3.1 >1k 2.1 1.8 >1k

NCVR 6.4 8.1 83.2 92.9 >1k 113.8 >1k 7.2 8.2 >1k

Product 14.6 20.1 417.6 227.3 52.7 658.5 >1k 20.4 22.0 >1k

Inventory 7.8 10.1 386.7 313.4 >1k 109.5 >1k 9.4 12.0 >1k

Logistics 3.5 9.2 496.7 390.6 >1k 115.5 >1k 3.8 4.8 >1k

Average 5.0 7.7 191.2 142.5 >1k 76.9 >1k 5.9 8.8 >1k

Training objective. Column "-b" in Table 3 denotes removing

our proposed regularization for a worst-case optimal estimator

in (19). Overall, contrasting the column "Full" to the column "-b",

we can see adding the proposed regularization makes the overall

ratio error decrease by 0.9, closing the gap to the empirical lower-

bound by 45%. This regularization pushes the model to a worst-case

optimal estimator, and make it more robust (for datasets where it

is not the best, it is close to the best-performing estimator). With

this regularization, the ratio error on the most difficult datasets

(e.g., Product, and Inventory) decreases significantly more than on

other datasets. Removing this regularization does not make the

learned estimator "optimal" in specific datasets, but the error may

decrease a bit on the easy datasets (e.g., Kasandr, Airline, and DMV).

We further drop the L2 regularization (column "-b-L2") and error

further increases. This is expected as L2 regularization encourages

sparse and small model parameters that generalize better. Finally,

we further drop the logarithm on NDV (column "-b-L2-log") to use

a naive mean squared loss on NDV and the error increases to be

extremely high (similar to the "-log" column under "Model arch").

6.4 Sensitivity Analysis
We show the robustness of our method to the hyperparameters.

Sensitivity to number of features. Our number of features is

𝑁𝑥 =𝑚 + 6 where𝑚 is the number of elements in sample profile

that used as raw features. We set𝑚 = 100 by default. To test the

sensitivity, we vary𝑚 from 10 to 200. As shown in Figure 6(1), as𝑚

increases from 100 to 200 (𝑁𝑥 increases from 106 to 206), averaged

ratio error doesn’t change, so setting𝑚 = 100 suffices.

Sensitivity to number of layers in network. The number of

layers in our network is 𝑁𝑙 + 𝑁𝑠 where 𝑁𝑠 = 2. We vary 𝑁𝑙 from

0 to 8 so the number of layers varys from 2 to 10. In addtion, we

evaluate one extreme case 𝑁𝑙 = 0 and 𝑁𝑠 = 1, where the network

only has one linear layers with 𝑁𝑥 input dimenions and one output

demension. The averaged ratio error with respect to the number

of layers is shown in Figure 6(2). As the number of layer increases,

averaged ratio error decreases due to the increase of model com-

plexity. Although 𝑁𝑙 + 𝑁𝑠 = 10 gives marginally better result, our

choice with 𝑁𝑙 = 5 and 𝑁𝑙 + 𝑁𝑠 = 7 gives good enough result.



Figure 6: Averaged ratio error vs (1) # of features 𝑁𝑥 (2) # of layers 𝑁𝑙 + 𝑁𝑠 (3) L2 regularization parameter 𝜆 (4) Probability 𝛾

Sensitivity to L2 regularization. Figure 6(3) shows the average
ratio error under different L2 regularization parameter 𝜆. The error

is overall quite stable when 𝜆 is in region [0, 10
−1
]. Error increases

significantly when 𝜆 increases from 10
−1

to 1 and increases even

more dramatically when 𝜆 increases from 1 to 10. This increasing

trend in region [10
−1, +∞) is similar to the increasing trend of the

training loss[58]. Our heuristic method of selecting 𝜆 based on the

training loss curve at the end of Section 4.3 is able to select 𝜆 = 10
−1
.

Although the optimal 𝜆 is at 10
−2
, 𝜆 = 10

−1
is good enough.

Sensitivity to probability 𝛾 . Probability 𝛾 is the confidence level

of our derived lower bound in (18). Figure 6(4) shows the averaged

ratio error when probability 𝛾 varies in region (0, 1]. Overall, the
averaged ratio error is quite stable. The optimal value for 𝛾 is about

0.2. We heuristically selected 𝛾 to be 0.6 in Section 4.3. Although it

is not the optimal, 𝛾 = 0.6 is good enough.

Sensitivity to number of training data points. We vary the

number of training data points 𝑁𝐴 from 10
2
to 7.2×10

6
. In Figure 7,

the averaged ratio error decreases significantly as 𝑁𝐴 increases

because more training data improves the generalization ability of

the model. However, as 𝑁𝐴 further increases, averaged ratio error

increases marginally and then stabilizes. This counter-intuitive

phenomenon happens often when the distribution of training set is

different from the test set. When the training set becomes extremely

large, the model learns the very fine-grained details of the training

distribution, which tend to not generalize better to the test set.

Choosing training data size.Note that the best choice of training
data sizes for different columns can be different. Our goal is to train

a workload-agnostic estimator, and it can be too expensive (if not

impossible) to tune the training data size for each different workload.

From Figure 7, which reports the average error across a number

of tables for varying 𝑁𝐴 , a general trend is that: after 𝑁𝐴 exceeds

some threshold (e.g., 10
4
), the performance of the learned estimator

stabilizes. Thus, in practice, we simply choose a training data size

that is large enough (exceeding the threshold) but does not make

the training data preparation and model training too expensive. We

set the training data size 𝑁𝐴 = 0.72 × 10
6
to train the estimator

(available in [43]) used in all the other experiments.

Out-of-range generalization. In our training set, the max popula-

tion size is 10
9
and the max population NDV is 10

9
. To evaluate the

out-of-range performance, i.e., estimation for a column with large
NDV not seen at training time, of our learned estimator, we create

such extended test datasets: for each column in the original test

datasets, we duplicate it 10
4
times and add a suffix 𝑖 to each value in

the 𝑖th duplicate. In this way, columns in the extended datasets have

extremely large population sizes (maximum at 3 × 10
12
) and NDVs

Figure 7: Averaged ratio error vs number of training data𝑁𝐴.

Table 4: Error on columns with out-of-range NDV (> 10
10)

GEE

HYB

GEE

HYB

SKEW

AE Chao

Chao

-Lee

Shlo

sser

APML Our

Avg ratio error 20.6 30.1 78.3 15.6 143.2 164.5 15.7 37.5 4.2

(maximum at 0.9×10
11
). We focus on columns with population size

in [10
10, 3 × 10

12] and population NDV in [10
10, 0.9 × 10

11], and
report the average ratio error for all methods with sampling rate

10
−3

on these columns in Table 4. Note that both the original and

extended test datasets are not used for training our estimator. It can

be seen that our method also works very well even when NDV to

be estimated is out-of-range, and is still better than other baselines.

The out-of-range generalizability of our learned estimator is partly

due to the logarithm operations as discussed in Section 4.2.2.

7 CONCLUSION AND FUTUREWORK
In this paper, we consider a fundamental question: whether it is pos-
sible to train a workload-agnostic machine learning model to approx-
imate principled statistical estimators such as maximum likelihood
estimators (MLE). We provide a positive answer to this question

on the concrete task of estimating the number of distinct values

(NDV) of a population from a small sample. We formulate the

sample-based NDV estimation problem as an MLE problem which,

however, is difficult to be solved even approximately. We propose a

learning-to-estimate framework to train a workload-agnostic model

to approximate the MLE estimator. Extensive experiments on nine

datasets from diverse domains demonstrate that our learned esti-

mator is robust and outperforms all baselines significantly.

For futurework, wewould like to extend our learning-to-estimate

method to learn estimators for other properties whose MLE is diffi-

cult to obtain, e.g., entropy and distance to uniformity.
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